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FOREWORD

Engineers are the backbone of the modern society. It is through them that engineering marvels
have happened and improved quality of life across the world. They have driven humanity towards
greater heights in a more evolved and unprecedented manner.

The All India Council for Technical Education (AICTE), led from the front and assisted students,
faculty & institutions in every possible manner towards the strengthening of the technical
education in the country. AICTE is always working towards promoting quality Technical Education
to make India a modern developed nation with the integration of modern knowledge & traditional
knowledge for the welfare of mankind.

An array of initiatives have been taken by AICTE in last decade which have been accelerate now
by the National Education Policy (NEP) 2022. The implementation of NEP under the visionary
leadership of Hon'ble Prime Minister of India envisages the provision for education in regional
languages to all, thereby ensuring that every graduate becomes competent enough and is in a
position to contribute towards the national growth and development through innovation &
entrepreneurship.

One of the spheres where AICTE had been relentlessly working since 2021-22 is providing high
quality books prepared and translated by eminent educators in various Indian languages to its
engineering students at Under Graduate & Diploma level. For the second year students, AICTE
has identified 88 books at Under Graduate and Diploma Level courses, for translation in 12 Indian
languages - Hindi, Tamil, Gujarati, Odia, Bengali, Kannada, Urdu, Punjabi, Telugu, Marathi,
Assamese & Malayalam. In addition to the English medium, the 1056 books in different Indian
Languages are going to support to engineering students to learn in their mother tongue. Currently,
there are 39 institutions in 11 states offering courses in Indian languages in 7 disciplines like
Biomedical Engineering, Civil Engineering, Computer Science & Engineering, Electrical
Engineering, Electronics & Communication Engineering, Information Technology Engineering &
Mechanical Engineering, Architecture, and Interior Designing. This will become possible due to
active involvement and support of universities/institutions in different states.

On behalf of AICTE, | express sincere gratitude to all distinguished authors, reviewers and
translators from different lITs, NITs and other institutions for their admirable contribution in a very
short span of time.

AICTE is confident that these out comes based books with their rich content will help technical
students master the subjects with factor comprehension and greater ease.

(Prof. M. Jagadesh Kumar)



ACKNOWLEDGEMENT

The authors are grateful to the authorities of AICTE, particularly Prof. M. Jagadesh Kumar,
Chairman; Prof. M. P. Poonia, Vice-Chairman; Prof. Rajive Kumar, Member-Secretary and
Dr Amit Kumar Srivastava, Director, Faculty Development Cell for their planning to
publish the books on Digital Electronics. We sincerely acknowledge the valuable
contributions of the reviewer of the book Dr. Priyadarsan Parida, Associate Professor,
Department of Electronics and Communication Engineering, School of Engineering and
Technology, GIET University, Gunupur, Rayagada-765022, Orissa, for making it students’
friendly and giving a better shape in an artistic manner.

I convey thanks to my PhD scholars Ms Shalini Chaudhary, Ms Basudha Dewan and Mr.
Devender Pal Singh for their valuable contribution to help me to bring this book in its final
shape within the given time.

This book is an outcome of various suggestions of AICTE members, experts and authors
who shared their opinion and thought to further develop the engineering education in our
country. Acknowledgements are due to the contributors and different workers in this field
whose published books, review articles, papers, photographs, footnotes, references and other
valuable information enriched us at the time of writing the book.

Dr. Menka Yadav



PREFACE

The book titled “Digital Electronics” is an outcome of the rich experience of our teaching of Digital
Electronics course to Engineering students. The initiation of writing this book is to expose Digital
Electronics concepts to Diploma students, the fundamentals of Digital Electronics as well as enable
them to get an insight of the subject. Keeping in mind the purpose of wide coverage as well as to
provide essential supplementary information, we have included the topics recommended by AICTE,
in a very systematic and orderly manner throughout the book. Efforts have been made to explain the
fundamental concepts of the subject in the simplest possible way.

During the process of preparation of the manuscript, we have considered the various standard
text books and accordingly we have developed sections like critical questions, solved and
supplementary problems etc. While preparing the different sections emphasis has also been laid on
definitions and laws and also on comprehensive synopsis of formulae for a quick revision of the
basic principles. The book covers all types of medium and advanced level problems and these have
been presented in a very logical and systematic manner. The gradations of those problems have been
tested over many years of teaching to a wide variety of students.

Apart from illustrations and examples as required, we have enriched the book with numerous
solved problems in every unit for proper understanding of the related topics. It is important to note
that we have included the relevant laboratory practical. In addition, besides some essential
information for the users under the heading “Know More” we have clarified some essential basic
information in the appendix and annexure section.

As far as the present book is concerned, “Digital Electronics” is meant to provide a thorough
grounding in digital electronics concepts and its applications to various combinational, sequential
logic circuits, memory and data converters. This book will prepare diploma students to apply the
knowledge of digital electronics to tackle 21%t century and onward engineering challenges and
address the related aroused questions. The subject matters are presented in a constructive manner so
that diploma students are prepared to work in different sectors or in national laboratories at the very
forefront of technology.

We sincerely hope that the book will inspire the students to learn and discuss the ideas behind
basic principles of digital electronics and will surely contribute to the development of a solid
foundation of the subject. We would be thankful to all beneficial comments and suggestions which
will contribute to the improvement of the future editions of the book. It gives us immense pleasure to
place this book in the hands of the teachers and students. It was indeed a big pleasure to work on
different aspects covering in the book.

Dr. Menka Yadav



OUTCOME BASED EDUCATION

For the implementation of an outcome based education the first requirement is to develop an
outcome based curriculum and incorporate an outcome based assessment in the education
system. By going through outcome based assessments evaluators will be able to evaluate
whether the students have achieved the outlined standard, specific and measurable
outcomes. With the proper incorporation of outcome based education there will be a definite
commitment to achieve a minimum standard for all learners without giving up at any level.
At the end of the programme running with the aid of outcome based education, a student
will be able to arrive at the following outcomes:

Programme Outcomes (POs) for Diploma Course:

I.  Basic and discipline specific knowledge: Apply knowledge of basic mathematics,
science and engineering fundamentals and engineering specialization to solve the
engineering problems.

ii. Problem analysis: Identify and analyse well-defined engineering problems using
codified standard methods.

iii.  Design/development of solutions: Design solutions for well-defined technical
problems and assist with the design of systems components or processes to meet
specified needs.

iv.  Engineering tools, experimentation and testing: Apply modern engineering tools
and appropriate technique to conduct standard tests and measurements.

v. Engineering practices for society, sustainability and environment: Apply
appropriate technology in context of society, sustainability, environment and ethical
practices.

vi. Project Management: Use engineering management principles individually, as a
team member or a leader to manage projects and effectively communicate about
well-defined engineering activities.

vii.  Life-long learning: Ability to analyse individual needs and engage in updating in
the context of technological changes.



PROGRAMME SPECIFIC OUTCOMES (PSOs)

PSOs are the statements that describes what students are expected to know and be able to do
in a specialized area of discipline upon graduation from a program.

PSO1: An Ability to design and analyse integrated electronic circuits and systems.
PSO2: An exposure to variety of programming languages and software's.
PSO3: An ability to understand and design different modules of communication systems.



COURSE OUTCOMES

Students will be able to:

CO1. Understand Number System

CO2. Interpret Boolean Logic Expressions

CO 3. Design Combination Logic Circuits

CO 4. Understand Sequential Logic Circuits

CO 5. Compare Memory Devices based on Technology, Size and Operation
CO 6. Understand Data Conversion

Correlation of COs and POs

Course Expected Mapping of COs with Programme Outcomes (POs)
Outcomes | (1- Weak Correlation; 2- Medium correlation; 3- Strong Correlation)
PO-1 PO-2 PO-3 PO-4 PO-5 PO-6 PO-7
CO-1 3 1 - - - 1 1
CO-2 3 2 2 1 1 1 2
CO-3 3 3 3 2 1 2 2
CO-4 3 3 3 1 2 2 2
CO-5 2 2 1 - 2 - 2
CO-6 3 2 2 2 3 3 3




GUIDELINES FOR TEACHERS

To implement Outcome Based Education (OBE) knowledge level and skill set of the
students should be enhanced. Teachers should take a major responsibility for the proper
implementation of OBE. Some of the responsibilities (not limited to) for the teachers in
OBE system may be as follows:

>

YV Vv V VY V VY

Within reasonable constraint, they should manipulate time to the best advantage of
all students.

They should assess the students only upon certain defined criterion without
considering any other potential ineligibility to discriminate them.

They should try to grow the learning abilities of the students to a certain level before
they leave the institute.

They should try to ensure that all the students are equipped with the quality
knowledge as well as competence after they finish their education.

They should always encourage the students to develop their ultimate performance
capabilities.

They should facilitate and encourage group work and team work to consolidate
newer approach.

They should follow Blooms taxonomy in every part of the assessment.

Bloom’s Taxonomy

Level Teacher should Student should be Possible Mode of
Check able to Assessment
Creating Students ability to Design or Create Mini project
create =
Evaluating Smdel;f;g?;my o Argue or Defend Assignment
Analvsin Students ability to Differentiate or Project/Lab
ysug distinguish Distinguish Methodology
Applvi Students ability to Operate or Technical Presentation/
ppiying use information Demonstrate Demonstration
Smdel_m ablmy to Explain or Classify Presentation/Seminar
explain the ideas
Students ability to o :
recall (or remember) Define or Recall Quiz




GUIDELINES FOR STUDENTS

Students should take equal responsibility for implementing the OBE. Some of the
responsibilities (not limited to) for the students in OBE system are as follows:

» Students should be well aware of each Unit Outcome (UO) before the start of a unit
in each and every course.
Students should be well aware of each Course Outcome (CO) before the start of the
course.
Students should be well aware of each Programme Outcome (PO) before the start of
the programme.
Students should think critically and reasonably with proper reflection and action.
Learning of the students should be connected and integrated with practical and real
life consequences.
Students should be well aware of their competency at every level of OBE.

YV VYV V 'V



Abbreviation
CcO

LSB

MSB

DIP

PDF

SR
Abbreviation
SNR

SOP

POS

NM

HA

HS

FA

FS

K-map

MUX
DEMUX
RAM

DRAM
SRAM
DDR-RAM
DDR-SDRAM
ROM

PROM

ABBREVIATIONS

Full Form

Course Outcome
Least Significant Bit
Most Significant Bit
Dual-in-pakage
Power spectral density
Set Reset

Full Form

Signal to noise ratio
Sum of products
product of sums
Noise Margin

Half adder

Half subtractor

Full adder

Full subtractor
Karnaugh map
Multiplexer

Demultiplexer

Random access memory

Dynamic RAM
Static RAM
Double datarate RAM

DDR synchronous DARM

Read only memory

Programmable ROM

Abbreviation Full Form

PS
NS
MOD
SISO
PISO
SIPO
PIPO
ADC
DAC
SAR
Gnd
S/H
FSR
INL
DNL

WLP
CPU
FF

Present state

next state

Modulus

Serial in serial out

parallel in serial out

serial in parallel out
parallel in parallel out
analog to digital converter
digital to analog converter
Successive approximation register
Ground

Sample & Hold

Full scale range (Voltage)
Integrated Non-linearity
Dynamic non linearity
Integrated circuit

Wafer level packaging
Central Programming Unit

Flip flop



EPROM
EEPROM
FET
MOSFET
CMOS

Electrically PROM

Electrically Erasable ROM
Field Effect Transistor

Metal oxide semiconductor FET

Complimentary MOS

SYMBOLS

Symbol Description

) XOR binary operation
tsu Setup time

th hold time

tr rise time

te fall time

VisB Least significant bit voltage
Vief Reference voltage

CH Hold capacitor

e Quantization error

A Step size

Vin input voltage

Vout outputvoltage
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Number Systems & Boolean
Algebra

UNIT SPECIFICS
Through thisunit we have discussed the following aspects:

e Digital Versus Analogue

e Number Systems Introduction

e Decimal Number System

e Binary Number System

e Octal Number System

e Hexadecimal Number System

e [I’sand?2’s Complement Representation

e Boolean Variables Rules and Laws of Boolean Algebra

e Karnaugh Maps and its Use for Simplification of Boolean Expressions.

The practical applications of the topics are discussed for generating further curiosity and
creativity as well as improving problemsolving capacity.

Besides giving a large number of multiple choice questions as well as questions of short and
long answer types marked in two categories following lower and higher order of Bloom’s
taxonomy, assignments through a number of numerical problems, a list of references and
suggested readings are given in the unit so that one can go through them for practice. It is
important to note that for getting more information on various topics of interest some QR codes
have been provided in different sections which can be scanned for relevant supportive knowledge.

After the related practical, based on the content, there is a “Know More” section. This
section has been carefully designed so that the supplementary information provided in this part
becomes beneficial for the users of the book. This section mainly highlights the initial activity,
examples of some interesting facts, analogy, history of the development of the subject focusing the
salient observations and finding, timelines starting from the development of the concemed topics
up to the recent time, applications of the subject matter for our day-to-day real life or/and
industrial applications on variety of aspects, case study related to environmental, sustainability,
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social and ethical issues whichever applicable, and finally inquisitiveness and curiosity topics of

the unit.

RATIONALE This fundamental unit on number system helps students to get a primary idea
about the different number systems and how the conversion fromone number system to other
number system can be done. These include several numerical representation schemes as well as
binary representations of numeric and alphabetic data. This chapter go into great details about
conversion between various number systems. Binary arithmetics like addition, subtraction
operations are discussed.

This chapter also discusses Boolean algebra, Boolean theorems and its various postulates, and
minimization of logic functions using Boolean Algebra and Karnaugh map minimization

techniques.

PRE-REQUISITES
Basic understanding of digital signals.

UNIT OUTCOMES

List of outcomes of this unit is as follows:
U1-O1: Describe basic difference between digital and analog quantities
U1-02: Describe the binary, octal, decimal, hexadecimal number system
U1-03: Explain conversion between different number systems
U1-04: Describe basic laws and rules of Boolean algebra

U1-O5: Describe the use of Karnaugh map to simplify Boolean expression

Unit-10utcomes

EXPECTEDMAPPINGWITHCOURSEOUTCOMES

(1-Weak Correlation;2-Medium Correlation;3-Strong Correlation)

co-1 CO-2 Co-3 CO-4 CO-5 CO-6
U1-01 3 3 ; - ] ]
U1-02 3 i ] } } }
U1-03 3 2 3 - - -
U1-04 - 3 3 2 - -
U1-05 - 2 3 2 i ;

“A friend in need is friend indeed & Knowlegde is your best friend.”

Dr. Menka Yadav
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1.1 Analog Vs Digital

1.1.1 Analog Signals
Numerous systems produced information-carrying signals which are continuous
both in terms of quantities and timing. As digital signals have become more
prevalent, analog signals are being used less and less. To put it simply, analogue

signals are any signals that are generated naturally or occur naturally.

1.1.2 Digital Signals
Digital signals, in contrast to analogue signals, are discrete in both value and time.
These signals, which are made up of various voltage levels, are represented by
binary integers. Figure 1.1 demonstrates the Analog and Digital signals.

1.

-

Iime

Value Value
A

Time
Analog signal Diigital signal

Figure 1.1.Analog versus Digital Signals

1.1.3 Analog versus Digital Signals

Analog Signals Digital Signals

Continuous signals Discrete signals

Represented by sine waves Represented by square waves

Continuous range of values Discontinuous values

Records sound waves as they are  Converts into a binary waveform.

Suited for digital electronics like

Only used in analog devices.
computers, mobiles and more.
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1.1.4 Advantages of digital circuits over analogcircuits
I.  The accuracy of the digital circuit is excellent.
ii.  Signals encoded digitally may be transported without noise-related signal
deterioration, in contrast to analog systems.
ii.  Digital circuit components are highly affordable and simple to make in
numerous components on a single chip.
iv.  Digital signals are superior at maintaining quality across long distances.
v.  Compared to analog communications, digital signals may contain more\
information per second.
vi.  Compared to analog circuits, digital circuits are easier to construct and
less expensive.

vii.  Digital signals are more rapid than analog ones.
viii. A digital circuit's hardware implementation is more adaptable than
analog one.

1.2 Number Systems
A number system with base ‘t” will have ‘r’ different digits ranging

from ‘0’ to ‘r-1°. Decimal equivalent of a number can be found using

below formulae from any number system. For more details scan QR code. Scan t°b"”°W
more about
Example: (101.1011), = 1xr? +0xr! +1xr0 + 1xr! +0xr? +1xr3 +1xr4 Number System

r = base or radix.

Here the number from left side of decimal point is multiplied (every
digit) by r where number is located at " position from decimal (starting
from 0,1,2,3,...). The fractional part is mulipied by r', where 4 is
the position of the digit from the decimal point (starting from 1,2,3...). Different number
systems and symbols (digitals) required are listed in the following table.

1.2.1 Decimal Number System

The base (r)-10 representation of numbers is used in the decimal number system. The
usage of this number system in our daily calculations is widespread. The base-10
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number system, which has 10 digits like O, 1, 2, 3, 4.5, 6, 7, 8, and 9, is another
name for it. In the decimal system, each digit has a location and is 10 times more
important than the previous one. A few examples of decimal numberg system are

given below-
Bae |pifferentbigts |
2-Binary 0,1
4 0,1,2,3
6 0,1,2,3,4,5
8-Octal 0,1,2,3,4,5,6,7
10-Decimal 0,1,2,3,4,5,6,7,8,9
12 0,1,2,3,45,6,7,89, A B
16-Hexadecimal 0,...... 9,A,B,C,D,EF

(92)10 = 9x101+2x10°
(200)10 = 2x102+0x101+0x10°
(212.367)10 = 2x102+1x101+2x100+3x10-1+6x102+7x103

1.2.2 Binary Number System

A number that is written with base 2 or the binary system is referred to as a binary
number system. It uses the symbols 1 and O to represent different numeric values.
The positional notation using 2 as a radix is known as the base-2 system.

Example- (1011.1),= 1x23+0x22 +1x2! +1x20 +1x2-1 = (11.5)10

e Advantages of Binary Number System:

For usage in computer systems, the binary number system clearly outperformed
previous number systems. This number system's ability to simply express all
types of data in terms of Os and 1s was yet another huge benefit. Additionally, two
clearly separate modes of operation for simple electrical devices utilized for
hardware implementation may be carried out quickly and effectively. When the
data is represented as Os and 1s, the circuits needed to execute mathematical
operations like add, subtract, multiply, division, etc., become simple.
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1.2.3 Octal Number System

The octal number system includes eight different digits since its radix is 8.There are eight
independent digits: 0, 1, 2, 3, 4, 5, 6, and 7. In this number system, the place values for
the various digits are 89, 81, 82, and so on (for the integer portion) as well as 81, 82, 83,
and so forth (for the fractional part).

Example- (1011.1)g= 1x83+0x82 +1x8! +1x8° +1x81 = (521.125)10
1.2.4 Hexadecimal Number System

The 16 fundamental digits of the hexadecimal number system, which is a radix-16
number system, are 0 to 9 and A to F. For the integer portion, hexadecimal numbers start
with 16°, then 16, then 162, then 168, and so forth (for the fractional portion).

Example- (1011.1)36= 1x163+0x162 +1x16! +1x16° +1x16- = (4113.0625)10

1.3 Number Representation in Binary
Numbers in binary or any other number system can be represented in two ways.
A.) Signed magnitude
B.) Complement representation-
Complement representation is further divided in two parts
o Reduced base or r-1’s complement
o Radix or r’s complement

1.3.1 Sign-Bit Magnitude
The MSB represents the "sign" bit, where "0" signify a plus sign and a "1" denote a
minus sign. The magnitude is represented by the remaining bits.

Example
(00101011), = +(43)10
(10101011)5 = -(43)10

1.3.2 1’s Complement Representation
To obtain 1’s complement of any binary number- replace ‘0’ with ‘1’and ‘1’ with ‘0’ in
the given binary number.
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Find 1’s complement of 10101110.
Solution:
I’s complement will be 01010001.

Find 1’s complement of 10001.001.
Solution:
I’s complement will be 01110.110.

1321 1’s Complement for Signed Binary numbers
Positive binary numbers are represented same as it is (no change). For negative binary
number, the 1’s complement is used to represent it.

The representation of -5and +5 in 1’s complement form
Solution:
MSB LSB MSB LSB
1] 1]of1]o]-s loJo|[1]o]1]+s
- T .
Sign bit Magnitude Sign bit Magnitude

Drawback: In this system, 0 has two alternative representations:

-0(1 1111)
+0 (0 0000)
MSB LSB MSB LSB
ENERENENEN S [ofofofofo]-o
| — [ —
Sign bit Magnitude Sign bit Magnitude

1.3.3 2°s Complement Representation
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Take 1’s complement of the given number and add 1 to the LSB of the output to

obtain the binary integer's 2's complement. Or in other words find 1s complement
and add 1 in the LSB.

Find 2’s complement of 10101110.
Solution:

Given Number =10101110
I’s complement = 01010001

01010001
+1
=01010010

Find 2’s complement of 10001.001.
Solution:

Given Number =10001.001
1’s complement =01110.110

01110.110
+1
=01110.111

1.3.3.1 2’s Complement for Signed Binary number Representation
Positive binary numbers are represented as it is (no change) while for a negative
number, the 2’s complement is used to represent fit.

The representation of -5 and +5 in 2’s complement form.
Solution:
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MSB LSB MSB LSB
11 ]o]1]1]-5 lofo[1]o]1]+s
Sign bit Magnitude Sign bit Magnitude

e This system's benefit is that O only has one representation for -0 and +0. In the 2's
complement form, zero (0) is seen as always positive (sign bit is 0). It is therefore
a singular portrayal.

MSB LSB

‘o‘o‘o‘o‘o‘w

%,_)

Sign bit Magnitude

1.4 Number System Conversion
The need of number system conversion is there since as human beings we are more
comfortable with decimal number systems. So, any other number systems are difficult
to understand for us. But on the other hand, side computers/processors can understand
bmary number system easily but can’t understand decimal number system. So,
number system is creating clear interface between human beings and processors.

1.4.1 Binary-to-Decimal Conversion

o Rules for converting integer
i.  Each binary digit's positional value should be known. From right to left,
multiply each digit by 29, 21, 22,23, 24, and so forth.
ii. Add together all of these numbers to get the corresponding decimal
number.

Convert (1011010)2to equivalent decimal number.
Solution:

(1011010)
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=1x204+0x25+1x24+1x28+0%x22+1x21+0x20
=64+0+16+8+0+2+0

=90

Therefore, (1011010)2 = (90)10

Rules for converting fraction
i. By multiplying each digit of a binary fraction number by 2-1 22 2-3 2-4, and so
on, starting from the left, you may get each digit's positional value.

ii. Add together all of these numbers to get the fractional binary number's
equivalent in decimal numbers.

Convert (0.1101). to its equivalent decimal number
Solution:

(0.1101)

=1x21+1x22+0x23+1x24
=0.5+0.25+0+0.0625

=0.8125

Therefore, (0.1101)2 = (0.8125)10

Convert (1111111.0101) to equivalent decimal number.

Solution:

I.  Considering the Integer Part
(1111111)
=1x264+1x25+1x24+1x2841x2241x21+41x20
=64+32+16+8+4+2+1

=90

ii.  Considering the Fractional part

(0.0101)2

=0x21+1x22+0%x23+1x2%
=0+0.25+ 0+ 0.0625
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=0.3125
Therefore, (1111111.0101)2 = (90.3125)10

1.4.2 Octal-to-Decimal Conversion

e Rules for converting integer

i. Each octal digit's positional value should be known. From right to left,
multiply each digit by 8°, 8!, 82, 83, 84, and so forth.

ii.  Add together all of these numbers to get the corresponding decimal number.

Convert (16512)s to equivalent decimal number.
Solution:

(16512)s
=1x8+6x8+5x82+1x8+2x80

- 4096 + 3072+ 320+ 8 + 2

F 7498

[herefore, (16512)g = (7498)10

e Rules for converting fraction
i. By multiplying each digit of a binary fraction number by 81 82 83 84, and so
on, starting from the left, you may get each digit's positional value.
ii. Add together all of these numbers to get the fractional binary number's
equivalent in decimal numbers.

Convert (0.145)s to equivalent decimal number.
Solution:

(0.145)8

=1x81+4x82+5x%x83

=0.125 + 0.0588 + 0.0098

=0.1936

Therefore, (0.145)g = (0.1936)10
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1.4.3 Hexadecimal to-Decimal Conversion
e Rules for converting integer
I.  Each hexadecimal digit's positional value should be known. From right to left,
multiply each digit by 169, 161, 162, 163, 164, and so forth.
ii.  Add together all of these numbers to get the corresponding decimal number.

Conversion of (13D1A)16 to equivalent decimal number.
Solution:
(13D1A)16
=1x16%+3x16%+13x 162+ 1 x 16 + 10 x 169
= 65536 + 12288 + 3328 + 16 + 10
=81178
Therefore, (13D1A)16 = (81178)10
Rules for converting fraction
i. By multiplying each digit of a binary fraction number by 161 162 163 16,
and so on, starting from the left, you may get each digit's positional value.

ii. Add together all of these numbers to get the fractional binary number's
equivalent in decimal numbers.

Convert (0.2A5)16 to equivalent decimal number.
Solution:

(0.2A5)16

=2x161+10%x162+5x 163

=0.125 + 0.0391 + 0.0012

=0.1653

Therefore, (0.2AS5)16 = (0.1653)10

Conversion of (1351A.2A5)16 to equivalent decimal number
Solution:
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I.  Considering the Integer part

(1351A)16
=1x164+3%x16%+5x 162+ 1% 161 + 10 x 16°
= 65536 + 12288 + 1280 + 16 + 10

=79130
ii.  Considering the Fraction part

(0.2A5)16
=2x161+10x%x162+5x 1673
=0.125 + 0.0391 + 0.0012
=0.1653

Therefore, (1351A.2A5)16 = (79130.1653)10

1.4.4 Decimal to Binary Conversion

e Rules for converting integer
i. Calculate the reminder by dividing the decimal number by the binary number's base
)
ii. Divide the result by 2 once again, note down the reminder, and repeat this process
until the result is 0.
iii. The remainder, which is the binary counterpart of the provided decimal number,
should now be written down in the opposite order.

Conversion of (27)10 to equivalent binary number.
Solution:

27

NIN[INIDNDN

Ok, |[W|O®
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Therefore, (27)10=(11011).

e Rules for converting fraction

I.  Write the integer component you obtain after multiplying the fractional part by
two. Otherwise, type 0.

ii. Once more, multiply the fraction portion of the result from the first step you
obtained, write down the integer part, and repeat this process until the fraction
part of the result is zero (minimum 4 to 5 times if it repeats).

ii.  Now, list your integers or zeros in the same order as you received them.

Conversion of (0.45)10 to equivalent binary number.

Solution:
Multiplication | Result Integer Portion | Fraction Portion
0.45 x 2 0.90 0].90
0.90 x 2 1.80 1/.80
0.80x 2 1.60 1/.60
0.60 x 2 1.20 1(.20
0.20x 2 0.40 0].40

Therefore, (0.45)10= (0. 01110..)2

1.4.5 Decimal to Octal Conversion

e Rules for converting integer:
I. Calculate the reminder by dividing the decimal number by the octal number's base

(8).

Conversion of (127.375)10 to equivalent binary number.
Solution:
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Multiplication |Result Integer Portion | Fraction Portion
0375x2 |0.75 0[.75
0.750x2 150 l 1/.50
0.50x 2 1.00 1/.00

Therefore, (127.375)10=(1111111.011),

ii. Divide the result by 8 once again, note down the reminder, and repeat this process

until the result is O.

ii. The remainder, which is the octal counterpart of the provided decimal number,
should now be written down in the opposite order.

Solution:

Convert (158)10 to equivalent octal number.

Therefore, (158)10= (236)s

8| 158

8l 19-6 A
8l 2-3
8l0-2

Rules for fraction number:
Write the integer component you obtain after multiplying the fractional part by 8.

Otherwise, type 0.

Once more, multiply the fraction portion of the result from the first step you
obtained, write down the integer part, and repeat this process until the fraction
part of the result is zero (minimum 4 to 5 times if it repeats).

Now, list your integers or zeros in the same order as you received them.
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Convert (0.45)10 to equivalent octal number.

Solution:
Multiplication | Result Integer Portion |Fraction Portion
0.45x 8 3.60 3|.60
0.60x 8 4.80 4|.80
0.80x 8 6.40 6|.40
0.40x 8 3.20 3].20
0.20x 8 1.60 1/.60

Therefore, (0.45)10= (0. 34631..)s

Convert (123.45)10 to equivalent octal number.
Solution:
8' 123 Multiplication | Result Integer Portion | Fraction Portion
1 0.45x 8 3.60 3/.60
8 |15 -3 0.60 x 8 4.80 4).80
8L1-7 0.80x 8 6.40 6 .40
8l 0-1 0.40x 8 3.20 3/.20
0.20x8 1.60 1/.60
Therefore, (123.45)10=(173. 34631..)s

1.4.6 Decimal-to-Hexadecimal Conversion
e Rules for converting integer:
I. Calculate the reminder by dividing the decimal number by the hexadecimal number's
base (16).
ii. Divide the result by 16 once again, note down the reminder, and repeat this process
until the result is O.

iv. ~ The remainder, which is the hexadecimal counterpart of the provided decimal
number, should now be written down in the opposite order.
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Convert (450)10to equivalent hexadecimal number
Solution:

Therefore, (450)10=(1C2)16

e Rules for converting fraction:
I.  Write the integer component you obtain after multiplying the fractional part by

16. Otherwise, type O.

ii. Once more, multiply the fraction portion of the result from the first step you
obtained, write down the integer part, and repeat this process until the fraction
part of the result is zero (minimum 4 to 5 times if it repeats).

iii.  Now, list your integers or zeros in the same order as you received them.

1.4.7 Binary—Octal Conversion

e Rules for converting integer
i.  Take 3 bits from right to left and fill up by taking zeros if there is not available

digit at the left to consist 3 bits.
ii.Replace every 3 bit by their equivalent octal value.

Convert (0.78125)10 to equivalent hexadecimal number.

Solution:

Multiplication |Result Integer Portion | Fraction Portion
0.78125x 16 |12.50 l 12(C) | .50
0.50x 16 8.00 8.00

Therefore, (0.78125)10 = (C8)16
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Convert (125.85)10t0 equivalent hexadecimal number.

Solution: Multiplication [Result  |Integer Portion |Fraction Portion
16| 125 085x16 | 1360 1 130) 50
16| 7-13(D) T 060x16 960 Vo9l
1600-7 060x16 960 9/ 60

Therefore, (125.85)10 = (D99)16

Convert (1110101011) to equivalent octal number.
Solution:

001 110 101 011
e S

1. & & 3
Therefore, (1110101011)2 = (1653)s

e Rules for fraction number:
I.  Take every 3 bit from left to right and fill up by taking zeros if there is not

available digit at the right to consist 3 bits.
ii. Replace every 3 bit by their equivalent octal value.

Convert (0.10001000111)2 to equivalent octal number.
Solution:

100 010 001 110
S e

4 2 1

Therefore, (0.10001000111)2 = (0.4216)s
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Convert (10010111.11001)2to equivalent octal number.
Solution:

010 010 111 .110 010
e e e

2 2 7 &6 2
Therefore, (10010111.11001), = (227.62)s

1.4.8 Octal to Binary Conversion
e Rules for integer
i.  Every octal digit should be replaced with its three-bit binary counterpart.
ii.In the same order as the octal number, write them one after the other.

Convert (723)g to equivalent binary number.
Solution: 7 2 3
N

11 010 011

Therefore, (723)s =(111010011)

e Rules for fraction number
i.  Every octal digit should be replaced with its three-bit binary counterpart.

In the same order as the octal number, write them one after the other.
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Convert (0.043)s to equivalent binary number.
Solution:

0 4 3
LN
000 100 o

Therefore, (0.043)s = (0.000100011),

1.4.9 Hexadecimal to Octal Conversion
e Rules for converting integer:
I.  Write the binary equivalent of each hexadecimal digit and its
corresponding hexadecimal order next to it.
ii. If there isn't a digit available to consist of 3 bits on the left, take every
3 bits from right to left and fill in with zeros.
iii.  Every 3 bit should be replaced with its octal equivalent.
e Rules for converting fraction:
I.  Write the binary equivalent of each hexadecimal digit and its
corresponding hexadecimal order next to it.
ii. If there isn't a digit available on the right to make up the third bit, fill in
the gaps with zeros as you go from left to right.
iii.  Each 3 bit should be replaced with its corresponding hexadecimal value.

Convert (E5F)16 to equivalent octal number.
Solution:
PR
1110 0101 1111
——— ———
111 001 011 111
\ 1
4 1 3 7
Therefore, (E5F)16 = (7137)s
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Convert (0.7C9)16 to equivalent octal number.
Solution:
2N
0111 1100 1001
o Sl Nm— et N
o1 11 001 001
\ 1
3 7 1 1
Therefore, (0.7C9)16=(0.3711)s

Convert (A4B.59E)16t0 equivalent octal number.
Solution:
A j ? 5L 9\ E\
1of()/ 0100 1011 .0101 1001 1110
e ——— — I e e —

101 001 001 011 .010 110 011 110
R 2 2 T S A
5 1 1 3 2 6 3 6

Therefore, (A4B.59E)16 = (5113.2636)s

1.4.10 Octal to Hexadecimal Conversion
e Rules for converting integer:

i. Replace each octal digit with its corresponding binary value, then write
the results side by side in octal order.

ii.  If there isn't a digit available on the left to make up 4 bits, take each 4 bit
from right to left and fill in with zeros.

iii.  Every 4 bits must be replaced with its corresponding hexadecimal value.
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Convert (374)s to equivalent hexadecimal number.
Solution:

. I 4\
ol1 111 100
1111 1100

3
F C

Therefore, (374)s= (FC)16

e Rules for converting fraction:
i. Replace each octal digit with its corresponding binary value, then write
the results side by side in octal order.
ii.  If there isn't a digit available on the right to make up 4 bits, take each 4 bit
from left to right and fill in with zeros.
iii.  Every 4 bits must be replaced with its corresponding hexadecimal value.

Convert (0.504)s to equivalent hexadecimal number.
Solution:
2 W
101 000 100
1010 0010
!
A 2
Therefore, (0.504)s = (0.A2)16
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Convert (343.405)s to equivalent hexadecimal number.
Solution:
3 4 3.4 0 5
L L VNN
011 100 011 100 000 101
S e N, e N N
1110 0011 .1000 0010 1000
y \ i i {

E 3 8 2 8
Therefore, (343.405)s = (E3.828)16

1.4.11 Binary to Hexadecimal Conversion
e Rules for converting integer:
I. Take each 4 bits from LSB towards MSB and fill in with zeros if there
isn't a digit available on the left to make up 4 bits,
ii.  Every 4 bits must be replaced with its corresponding hexadecimal value.
e Rules for converting fraction:
i.  Take each 4 bits from MSB to LSB and fill in with zeros if there isn't a
digit available on the right to make up 4 bits
ii.  Every 4 bits must be replaced with its corresponding hexadecimal value.

Convert (10111100111). to equivalent hexadecimal number.

Solution:
0101 1110 0111
L — —_— ——
A E 7

Therefore, (10111100111)2 = (5E7)16
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Convert (0.11001101001)2 to equivalent hexadecimal number.
Solution:

J100 1101 0010
! S

G D 2
Therefore, (0.11001101001)2 = (0.CD2)16

Convert (10100110.10101)2 to equivalent hexadecimal number.
Solution:

1010 0110.1010 1000
e e

A6 A9

efore, (10100110.10101)2 = (A6.A9)16

1.4.12 Hexadecimal to binary conversion
e Rules for converting integer:
I. Every hexadecimal digit should be replaced with its four-bit binary
counterpart.
ii.In the same order as the hexadecimal numbers, write them one after the
other.
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Convert (2B8)16 to equivalent binary number.
Solution:
2 B

v

0010 1011 1000
Therefore, (2B8)1s = (001010111000);

e Rules for converting fraction:
I.  Every hexadecimal digit should be replaced with its four-bit binary counterpart.
ii.  Inthe same order as the hexadecimal numbers, write them one after the other.

Convert (0.28C)16to equivalent binary number.
Solution:

e B C

/1N

.0010 1000 1100
Therefore, (0.28C)16=(0.001010001100)

Convert (CD4.28C)16 to equivalent binary number.
Solution:

CD428¢C
/ LV

1100 1101 0100 0010 1000 1100

Therefore, (CD4.28C)1s = (110011010100001010001100):
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1.5 Boolean Algebra

The category of algebra known as Boolean algebra uses variables to represent the
true and false truth values which are often represented by the numbers 1 and O,
respectively. It is applied to simplify and examine digital gates or circuits. It is also
known as logical algebra or binary algebra. It has played very important role in
digital electronics advancement and is supported by all contemporary programming
languages. Boolean algebra is used to minimize a Boolean logic expression.
Another ways to minimize Boolean logic expression areK-map and Quine
McClusky tabular method. Some important definitions related to Boolean algebra
are given here-

Boolean or Logic variable — This is a logic variable that can
take only values from set {0,1}.

Boolean or Logic function — Any functions which is made up
of Boolean variables is known as Boolean function.

Example- F(A,B,C) =A+BC

Here A,B, C are Boolean variable and Fis Boolean function.

Boolean equation- An equation which consists of Boolean variable and/or {0,1} is
known as Boolean equation.

Example A+BC+ABC =1

Truth Table- A truth table deconstructs a boolean expression by outlining all possible
outcomes the function might achieve.

Logic Diagram- To represent any function in terms of basic gates or other gates is
known as Logic Diagram.

A Boolean function can be represented either in Word statement/ Boolean equation/
Truth table or Logic diagram form.

1.5.1 Boolean Algebra Rules

I. Only two values are possible for the utilised variable. Binary 0 is for
LOW/FALSE and Binary 1 is for HIGH/TRUE.

ii. An owverbar is used to symbolise the complement of a variable.
Consequently, the complement of variable B is denoted by B’ or B.
Therefore, if B =0 then B’ =1 and if B =1 then B’= 0.

iii.  The variable's OR operation is shown by a plus (+) symbol between them. (A
+ B + C), for instance, is used to express the OR of A, B, and C.

iv. ~ Writing a dot between two or more variables, such as A.B.C., represents a
logical AND. Like ABC, the dot may occasionally be missed.

Scan to know
More about
Boolean algebra
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1.5.2 Laws of Boolean Algebra
Assume X, Y and Z are logic variables. So there are different governing Boolean
algebraic laws as mentioned below-

1.5.2.1 Commutative Law
A commutative operation is any binary operation that meets the following
equation. According to the commutative law, altering the order of the variables
has no impact on the output of a logic circuit.
e XY=YX
e X+Y=Y+X

1.5.2.2 Associative Law
It claims that since their effects are the same, the sequence in which the logic
operations are carried out is irrelevant.
e (XY).Z =X(Y.2)
o X+Y)+Z=X+(Y+2

1.5.2.3 Distributive Law
It states that
o X(Y+2) =X Y)+(X 2
° X+((Y.2)=(X+Y).(X+2
1.5.2.4 AND Law

. X.0=0
. X.1=X
. X. X=X
° X.X=0
1.5.2.50OR Law
° X+0=X
. X+1=1
. X+X=X
. X+ X =

1.5.2.6 Inversion Law
According to the inversion law, double inversion of a variable yields the original variable
itself.

o X=X

1.5.2.7 Complementation Law
L XX =0
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. X+X=

1.5.2.8 Idempotent Law
(8) XXX...X=X
(b) X +X+X +---+X =X

1.5.2.9 Absorption Law
(@ X+XY =X
(b) X.(X+Y) =X

1.5.2.10 Consensus Theorem
. XY+X.Z+YZ=XY +X' .Z

i.  X+Y).X +2).(Y +2) = (X +Y).(X> +2)

1.5.3 De-Morgan’s Theorem
L (XY) = X+Y
i. XtY)=X.Y

1.5.1. Function minimization using Boolean algebra

Any Boolean function can be minimized using Boolean algebra. It can be easily
understood by following examples.

F=X+ XY, mmnimize F using Boolean algebra.
Solution:

F=X+XY

= (X+X).(X+Y) (. by distributive law)

= 1.(X+Y) (-by complement law A + A'=1)
=X+Y
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F=X.(X’+Y), minimize F using Boolean algebra.
Solution:

F =X.(X+Y)

=X.X +X.Y (.by distributive law)

= 0+X.Y (-by complement law A.A' =0)

= X.Y is the solution

1.6

Karmaugh Maps and their Use for Simplification of Boolean Expressions.
Karnaugh Map or K-map is the other Boolean Logic minimisation method. This is
most widely used method. This method brings the minimized expression in the
solution. In the minimised expression number of literal (number of variables
appeared in final expression) are minimised. K-map can be prepared for 2 or more
variables as shown in the Figure 1.2 and Figure 1.3 below. For further reading
please scan the QR code given in next page.
K-maps can be prepared with minterms or maxterms.
Minterm- it is a product term which includes all
variables in prime or complement form. Minterm is
represented by mi, where ‘i’ is the decimal equivalent

of that binary number. Scan to know
In Minterms, ‘1’ is treated as ‘prime’ while ‘0’ is treated as more about
‘complement’ for variables as well as functions. We need to K-map

make pairing of 1°s and the final result is sum-of product (SOP).

Maxterm- It is a sum term which includes all variables in prime or complement
form. Maxterm is represented by Mi, where ‘i’ is the decimal equivalent of that
binary number.

In Maxterms, ‘0’ is treated as ‘prime’ while ‘1’ is treated as ‘complement’ for
variables as well as functions. We need to make pairing of 0’s and the final result
is product-of-sums (POS).
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y —_—
X 0 1
m m
ny iy 0 X’_F' X’_'r"
my m;
My My x4 xy Xy
(a) (b)
Figure 1.2: Two-variable Karnaugh map
y
vz B S
N0 0 o1 11 10
m m, y m,
my | my m; my O1x'y'z" | x'y'z | x'vz | x'vz’
m, [In s, my
ny ms my mg X1 xy'z" | xv'z | xvz | xvz
P —
4
(a) (b)

Figure 1.3: Three-variable Karnaugh map

e The procedures to achieve a simplified SOP solution using K-map are as follows.
I.  The expression should be expressed in its standard form.
il Fill the K-map with data -For each product-term, enter “one™ in the K-map cell
and "0" m the adjacent cells. Fill ‘X’ for DON’T care terms.
iii.  Create Groups by combining adjacent ‘1’ and if needed use ‘X’ for grouping.
iv.  Write the expression using only CONSTANT variables in that group.
V. See if any ‘1’ is not covered writte mmterm for this in final expression and
remove redundant grouped product terms from the final expression.

e Rules for grouping _
- A group can be prepared for 2'Minterms or Maxterms

Example: Simplify Y= AB+A’B+ A’B’
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AB o 1
o| LI
0 1
40 1
2 U 3

Y=B+A’

Example: Simplify Y= ABC+AB’C +A’B’C’+A’BC’+AB’C*+ABC’
ABCo0 01 11 1

0 19 0 1 0 3 12

1 1# 15 17|18
| — 1

Y=C+A

Example: Simplify the logic expression
Y= ABCD +A’BCD+ A’BCD’+ A’B’C’D’+A’B’CD’ +AB’C’D’+AB’CD’+ABCD’

AP oo 01 11 10

00 D 0

0 1

3 2

0
o1/ 0 T, 0
1)
1
0
1

11| o | W]

12 13

10| D 0

8 9

5 14

1 10

Y=B’D’+BD
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e Maxterm Solution of K Map

I.  For each sum-term of the expression, "0" rather than "1" are to be entered into the
K-map cells.

ii. It is recommended to continue grouping "0" and DON’T cares (X) if needed
rather than “ones."

iii. Each group's Boolean expression must be written as sum-term rather than
product-term.

iv.  Any redundant group has to be removed and any uncovered Maxterm has to be
included in the final expression.

Example: Y=(A+B+C’)+ (A+B+C’) H(A+B+C’) +HA+B’+C)

ABCOO 01 11 10

ol 1° T 03| 12
1 14 15@06

Y=(A+B’).(A+C")

1.6.1. Implicants and its use in K-map

Every minterm which is ‘1’(maxterm which is ‘0”) in a function is implicant.

E.g., function, F =PQ + PQR + QR. Scan to know
Here Implicants are PQ, PQR and QR. more about
Implicants

For further reading please scan the QR code given below.

Prime Implicants -
All possible pairing of implicants (minterms) in K-Map are called prime implicants
(P1)

Example: There are three possible prime implicants in the below figure.
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No. of Prime Implicants = 3

Figure 1.4.Implicants for minterm function

Essential Prime Implicants —

These groups include at least one minterm(or maxterm in case of POS) that is not
covered by any other prime implicant.

Example: Here in fig. 1.4., Prime implicants 1 and 3 are Essential Prime implicants.

Redundant Prime Implicants -
Ifminterms are included by some essential prime implicant and still there are more Prime
Implicants. These extra prime implicantsare Redundant prime implicants(RPI).
Example: Here in fig. 1.4., Prime implicants 2 is Redundant Prime implicant, this is not
needed i the final solution as the 1’s covered by it are already covered by Essential
Prime implicants 1 and 3.

Selective Prime Implicants
Selective prime implicants(SPI) are Redundant prime implicants but some of these
are included the final solution.
Example: Here in the below example prime implicants 1 and 2 are Selective Prime
implicants but these are neither essential nor redundant.

QLD T

No. of Selective Prime Implicants = 2

Example: Given F=3(1, 5,6, 7,11, 12, 13, 15), find number of implicant, PI, EPI,
RPI and SPI.

Solution-
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S No. of Implicants = 8
N D (a) Pl = (1,2,3.4,5)
(2> SHEPER EPI = (1,2,3,4)
\ 1) RPI = (5)
F=(C)+(2)+(3) +(a

No. of Implicants =8

No. of Prime Implicants(PI) =5

No. of Essential Prime Implicants(EPI) =4
No. of Redundant Prime Implicants(RPI) = 1
No. of Selective Prime Implicants(SPI) =0

UNIT SUMMARY

-Analog signals are continuous intime and amplitude domain while digital signals are
continuous in time domain but only at ‘0’ and ‘1’ level in amplitude domain.

- Binary number system is used by processors while decimal number system is easy
to access by human beings.

- Binary to octal conversion can be done by grouping three bits and writing equivalent
Octal number for that, grouping has to start from decimal.

- Binary to Hexadecimal conversion can be done by grouping four bits and writing
equivalent Hexadecimal number for that, grouping has to start from decimal.

-Any number to decimal can be obtained by multiplying positional weights and face
values.

-Boolean algebra deals with Boolean functions.

-Boolean algebra, K-map and Quine MC Cluscky are methods to minimise any
Boolean function.

- K-map can give SOP form is minterms are used to solve. Grouping of ‘1°.

-K-map can give POS form if maxterms are used to solve. Grouping of ‘0°.

-Implicant means any minterm which is ‘1°, Prime implicant is a group of implicants
which is prepared by k-map rules
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-Essential Prime Implicants are always part of final solution along with some
selective prime implicants

EXERCISES

-Examples are given along with topics.

Multiple Choice Questions

1. Digital electronics use continuously varying voltages.
A, True
B. False

2. Convert hexadecimal value 17 to decimal.

A. 2210
B. 1710
C. 1l
D. 2010

3. A 2's complement of any binary number'scan be obtained adding ‘1’ to it’s
1's complement.

A. True

B. False

4. Find binary equivalent of (C1)6 .

A. 11000001

B. 1000111

C. 11100010

D. 11100001

5. Find Octal number for (010111100),
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A.  (782)s
B. (501)s
C. (234)
D. (274)s

6. A bit with the 1 sign represents a positive binary number.
A, True
B. False

7. What is binary equivalent for 45g?
A. 011010
B. 100101
C. 100101
D. 010100

8. Which is the digit setfor binary number system?
A, {H L}
B. {T, F}
C. {1, 2}
D. {0, 1}

9. The range of an analogue signal is 0 to 5 V. How many different analogue
configurations are there overall in this space?

A 15

B. 500
C. 50

D. infinite

10. What is 2's complement of binary number 111001017
A. 00100110
B. 00011011
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C. 11011000

D. 10010010
11. The repeated division-by-2 technique can be used to translate a decimal fraction

into binary.

A, True

B. False
12. Hexadecimal 44 IS equivalent to ()

A. 01000100

B. 11101010

C. 11010001

D. 10101001
13. The 2's complement of 1000 is

A. 1110

B. 1100

C. 0100

D. 1000
14. When converting from binary to hexadecimal, zeros may be added to the left of

the MSB to make evengroups of 4 bits.

A, True

B. False

15. According to the commutative property of Boolean algebra-

A + Bequals A.B.

A. Yes B. No

1

6. The expression 2BC is equal ........ using DeMorgan’s theorem.



Digital Electronics| 38

A E4+B+C

B. A+B+C

C. A+B+cCC

D. aB+0C)

17. Find values of P, Q, R, and S such that P’QR’S =1.

P=0,Q=1,R=0,S=1
P=0,Q=0,R=0,S=1
P=1,Q=1,R=15=1
P=0,Q0=0,R=1,S=0

o w>»

18. PR + POR =PR
A.  True
B. False

19. The expression %+ Y+ Z can be simplified as

A (X+Y)Z
B. (X+¥)z

(X +¥)Z
D. (X+¥)Z

20. The expression A(B + T+ D) can be represented as .

A, AB+AC+AD

B. aBCD
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C.

D.

A+B+C+D

AB + AC + AD

21. The expression (W + X + Y)Z can be represented as

© @ >

|©

N

o w>»

23.

|00

|©

A

2.

WXYZ
WXY Z

WXYZ

W XY +Z

The distributive law of Boolean algebra is :
(P.Q).R=P.(Q.R)
P+(Q .R) = (P+Q).(P+R)
P+(Q +R)=(P+Q).(P+R)

P+(QR) = (P+Q) . R

The expression A+ B+ C+D can be written as

ABCD

A+B+C+D

24. In Boolean algebra, A = A.

Yes
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B.
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No

25. Which of the following illustrations best captures the commutative law of

o w>

multiplication?
P+Q=0Q.P
PQ=Q+P
P.Q=Q.P
PQ=PxQ

Answers of Multiple-Choice Questions

1. B2A3 A4 A5 D6.B7.B8D9.D 10.B11.B12. A13.D14. A

15.B 16.A 17.A18.A 19.A20.D21.D22.B23. A 24. A 25.C

Short and Long Answer Type Questions

1.

Find binary for the following
a.) (E3FA)1;s b)) (202)s c.) (145)10 d.) (107)s

Simplify F= ((A+BC')’+D) 'using Demorgan’slaw

Find the 2’s complement and 1’s complement of binary number 110110101.
Simplify -
a) A +AB b) A+(B.A’) ¢) A+tAB + AC d) A+ B+AB

Numerical Problems

1. Convert the following:

I.  (101010)2 = ()10
ii.  (11100)2= ()10
iii.  (10001)2= ()10
iv. (111)2= (w0
V.  (10512.145)8 = ()10
vi.  (57.4)16 = ()10
Vii. (BAD)le = ()10
viii.  (EBF1.A2)16 = ()10
iX. (47)10 = ()2
X.  (1234.567)10 = ()2
Xi. (394)10 = ()8
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xii.  (832.91)10 = ()
Xiil. (542)10 = 016
Xiv.  (176.32)10 = ()16
2. Simplify the following:
i. (PP+Q)(P’+R’) (P +R)
ii. PQR +PQ’R’+PQR’

3. Minimize using Boolean rules.
i F=PQR+P.Q+PQR
ii. F=P.QR +PQ R +P.Q R +P.Q" R
ii. PQ+P.R+QR=P.Q+PR
iv. =~ (P+Q).(P’+R).(Q+R)=(P+Q).(P’+R)

4. Minimize using k-map
F=Q R’ +Q*‘S’+PQ’+PS +PR+RS’

5. Minimize using k-map
F=PR’S+P’.Q.R.S+ P.Q".S+P.Q’.R.S

6. Apply DeMorgan's theorems:
@X+Y+2P
(b) XYZ + PQR
(c) XY +PQ + MN

7. Simplify the following:
1- XY +X(Y +7Z) +Y.(Y +2).
2-(X.Y.(Z +Y.Z) +X.Y).Z
3-X.Y.Z +XY.2 +X. Y. +XY.Z +X.Y.Z

PRACTICAL

Laboratory Do’s and Don’ts

1. Arrive at the laboratory experiment completely prepared.

2. Before connecting to the equipment, make sure that the power supply is appropriate.
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3. Based on the quantity to be measured, choose the right range of measuring devices.

4. Connect the wires without attaching the supply's leads. Before switching-on the power
supply to the circuit, re-check the connections and show it to the teacher /instructor.

5. Only energise the circuit with the instructor's or teacher's approval.

6. After the experiment, detach the wires and leads and reposition them where they
belong.

7. Give the lab workers all the equipment.

8. Immediately turn off the power supply in the event of a shock.

9. Adhere strictly to the instructions provided with the relevant experiments.
10.Avoid touching body earthand the main power supply leads with bare hands.
11. Avoid using mobile devices in the lab.

-Experiments are started from Chapter 2 onwards when students will have learned about
basic gates.

-Experiments can be done in the lab using digital 1Cs.

-Experiments can be done on EDA Playground website using VERILOG language
(Login is required using email 1D).

-Experiments can be performed in virtual labs as well. Here QR code for Virtual labs
from IIT Bombay and T Kharagpur are provided respectively.

QR code for Virtual - QR code for Virtual -
Lab 11T Bombay Lab 1T Kharagpur
KNOW MORE

Basic building block for digital electronics was BJT earlier but now a days
MOSFET is the key component for all digital logics. BJT based logics were high
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power consuming but MOSFET based CMOS logics have very low power in
standby modes although dynamic power is consumed.

REFERENCES AND SUGGESTED READINGS
-Digital Design by M. Moris Mano and Michael D Ciletti, 5t" edition, Pearson
-Digital Electronic Circuits - Course (nptel.ac.in)

Dynamic QR Code for Further Reading
-QR codes embedded in the chapter


https://onlinecourses.nptel.ac.in/noc21_ee10/preview
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Logic Gates

UNIT SPECIFICS
Through thisunit we have discussed the following aspects:

e Positive and Negative Logic;
e Truth Table;

e Logic Gates: Symbolic representation and truth table Implementation of Boolean
expressions and Logic Functions using Gates;
e Universal Gates Simplification of expressions

The practical applications of the topics are discussed for generating further curiosity and
creativity as well as improving problemsolving capacity.

Besides giving a large number of multiple choice questions as well as questions of short and
long answer types marked in two categories following lower and higher order of Bloom’s
taxonomy, assignments through a number of numerical problems, a list of references and
suggested readings are given in the unit so that one can go through them for practice. It is
important to note that for getting more information on varioustopics of interest some QR codes
have been provided in different sectionswhich can be scanned for relevant supportive knowledge.

After the related practical, based on the content, there is a “Know More” section. This
section has been carefully designed so that the supplementary information provided in this part
becomes beneficial for the users of the book. This section mainly highlights the initial activity,
examples of some interesting facts, analogy, history of the development of the subject focusing the
salient observations and finding, timelines starting from the development of the concerned topics
up to the recent time, applications of the subject matter for our day-to-day real life or/and
industrial applications on variety of aspects, case study related to environmental, sustainability,
social and ethical issues whichever applicable, and finally inquisitiveness and curiosity topics of
the unit.

RATIONALE

This fundamental unit on logic gates helps students to get a primary idea about the Boolean logic
expressions, also known as logic expressions which are implemented using logic gates and
termed as digitalelectronic circuits. The most fundamental component of combinational logic is
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the logic gate. There are three basic or fundamental logic gates NOT gate, AND gate, &OR gate.
There are other derived gates like XOR gate, XNOR gate, NAND gate & NOR gate, which are
derived using basic gates. This chapter discusses the fundamental functionalities of all digital
logic gates and other related devices, like drivers, buffersetc. All combinational circuits are
mostly handled with the use of appropriate Boolean expressions, logic diagrams andtruth tables.
Solved examples are used to effectively explain the chapter.

PRE-REQUISITES

Basic concept Boolean logic and K-map.

UNIT OUTCOMES

List of outcomes of this unit is as follows:

U2-0O1: Describe positive and negative logic of the gates

U2-02: Describe truthtable and its implementation

U2-03: Describe types of logic gates (AND, OR, NOT, NOR, XNOR)
U2-04: Symbolic representation using logic gates

U2-05: Explain other gates in terms of Universal gates

EXPECTEDMAPPINGWITHCOURSEOUTCOMES
Unit-2 Outcomes (1-WeakCorrelation;2-Mediumcorrelation;3-StrongCorrelation)
CO-1 CO-2 CO-3 CO-4 CO-5 CO-6
U2-01 1 3 3 - - 1
U2-02 2 3 3 2 - -
U2-03 3 3 3 2 - 1
U2-04 2 3 3 2 - 1
U2-05 3 3 3 2 - 1

“Success is the sum of small efforts, repeated day in and day out.”

Unknown
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Introduction

Typically, when referring to a decision-making process, the word "logic" is employed. So
a logic gate is a circuit that can decide whether to output a Yes or No depending on
the inputs. Digital logic levels (ones and zeros) are combined in specified ways
using gates, which are circuits. A logic gate serves as the fundamental building
component of every digital circuit. The outcome is expressed in terms of the inputs
using a system called Boolean Algebra and the related tabular representation known
as a Truth Table. A gate is a digital circuit that has a single output signal but one or
more input signals. A gate is an electrical switching circuit that, given specific
logical conditions, permits the application of an input signal to be passed. The
fundamental gates are NOT, AND, and OR gates. Universal logic gates NAND and
NOR are created from an AND gate. The NOT gate is followed by the AND gate in
the NAND gate. A NOR gate is a NOT gate followed by an OR gate, similarly.
Exclusive NOR gate (XNOR) and Exclusive OR (XOR) gate are two additional
fundamental logic gates (XNOR).

VCC VOHmin
HIGH -——— High-state
0.7 Ve ViHmin DC noise margin
ABNORMAL
0.3 Ve V1L max
LOW Low-state
0 Y OLmax DC noise margin

Figure 2.1 Logic levels and noise margins for CMOS devices

There are different types of logic families like CMOS- Complementary Metal Oxide
Semiconductor (lowest power), ECL- emitter coupled logic (fastest one), TTL-
transistor transistor logic etc. CMOS based digital circuits have both NMOS and
PMOS in equal numbers and consume least power among all other logic families,
therefore, CMOS based logics are more popular. As shown in Fig. 2.1, the logic
level ‘0’ is considered from VoL to ViL and likewise logic ‘1’ is considered from
input voltage level Vi to Von .Therefore, actually there is a voltage range for
mnputs ‘0> or LOW level and ‘1’ or HIGH level. This range is known as noise
margin. There are two types of Noise Margins (NM)- low NM - NML = ViL - VoL
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and High NM - NMu=Von to Vin. If the input voltage is anywhere between VL
toVinthis is neither considered as ‘0’ nor as ‘1’ and this range Vi to Vin is known
as FORBIDDEN or abnormal range. Forbidden range is not used in digital logic

circuits.
Logic Signal Logic Signal
value value value value
1 H 0] . H
0 L 1 : L
(a) Positive logic (b) Negative logic

Figure 2.2(a) Positive logic (b)Negative logic

2.1 Positive and Negative Logic

As shown in Fig. 2.2, binary variables can exist either logic '0' or '1' state. In digital
systems, like processors, these logic states are represented by two distinct current levels
or voltage levels as shown in Fig. 2.1.If high-(voltage or current) level H is used to
represent logic ‘1’ and low level L is used to represent logic ‘0’, this is defined as
positive logic system. While if the LOW--(voltage or current) level L is used to
represent logic ‘1’ and high level H is used to represent logic ‘0°, this is defined as
negativelogic system.Fig. 2.2 represents both positive and negative logic systems.

Fig. 2.3, represents positive and negative logic gates truth table and symbolic diagrams.
Here in negative logic OR gate small triangles at inputs and outputs are there to represent
that it is a negative logic gate. Further, from Fig. 2.3 it can be concluded that the AND
gate in positive logic (1=> high voltage level ) is same as OR gate in negative logic (0=>
high voltage level). Likewise the same hardware of positive logic OR gate can be used to
represent negative logic AND gate and NOR positive logic gate is same as NAND
negative logic gate and vice versa is also true.

Xy Z

0 0
0 1
1 0
1 1

— e~

—
-

1 —

(a) Truth table for (b) Positive logic AND gate
positive logic
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X oy Z
1 1 1
1 0 1
0 1 1 -Y ;
0 0 0 y

(¢) Truth table for d) Negative logic OR gate

negative logic

Figure 2.3 Truthtable and symbolic diagrams for positive logic AND gate (a),(b) and negative logic OR gate (c), (d)

Truth Table

cle|Al|aq

A B AandB AorB o
T T T T ol 1|00
T F F T 0 1 1 0
F T F T tjojo]o
F F F F 1 lof1]o0
1|10 o

T=true F=false 111 f1]1

Figure 2.4(a) Two-input logic system AND, OR truth table (b) Three-input AND logic systemtruthtable

2.2Truth Table

A truth table is one way to represent any Boolean logic circuit, other ways to represent
are Boolean expressions and logic diagrams. Truth table for n-input logic circuit will
have 2" input entries and corresponding outputs for each entry.Boolean expression
is a logic equation for outputs in terms of input logic variables.Thus, there are just two
(21) possible inputs, 0" and "1," when there is only one binary input variable. There are
four (22) possible input combinations, namely 00, 01, 10 and 11, if there are only two
inputs. The 2 input system's truth table is shown in Fig. 2.4. (a) for basic AND gate & OR
gate.A three-input logic circuit’s truth table is shown in Fig. 2.4 (b), contains 8 (= 23)
rows, here output Q=1 only iff all three nputs are ‘1°. Thus this is the truth table for 3-
input AND gate. To find out the final expression from truth table we can use K-map to
solve it either using minterms (SOP form) or maxterms (POS form).
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2.3 Logic Gates

Every digital system like processor/ computer is having logic gate as basic building
block. Although tosimplify any Boolean logic expression, Boolean algebra rules are
applied, the actual implementation of these logic expressions in any digital logic system
makes use of smaller logic circuits are called logic gates. There are total 8 logic gates
namely- AND, OR, NOT, XOR, XNOR, NAND, NOR and Buffer. NOT gate, OR gate,
AND gate, -are three basic logic gates, because any Boolean logic expression can be
implemented using these three gates only.NAND gate & NOR gate -are two universal
gates, as any Boolean expression can be represented using NAND gates alone or NOR
gates alone. XOR & XNOR gates are derived gates while buffer is back to back two NOT
gates are connected. Buffer is mainly used for providing delay. XOR & XNOR are
mainly used to find even or odd number of 1’s in the input bit set. All of these gates are
mentioned below.

Please note, unless until not specified assume that all logics gates are with POSITIVE
logic. Also note that all the logic gates are represented always with capital letters. Fig. 2.6
represents all gates, Boolean expressions, symbols and truth tables.

2.3.1 AND Gate

An AND gate hasone output and two/more inputs. In AND gate, the output is HIGH if
and only if all the applied input bits are HIGHelse the output is LOW. A positive
logic AND gate's output is "1" if and only if all its inputs are “1” else the out is ‘0’.
Fig. 2.3(a), (b) show the truth table and the logic symbol for a two-input AND gate,
respectively, also shown in Fig. 2.6. z = x.yrepresents the ANDing operation x and
y. Here, z is the output result, and x and y are the input logic variables. Likewise,
Fig. 2.4(b) represents AND gate’s truth table for three mnputs. The output Q=ABC
according to the given truth table. To obtain this output once can use K-map to
sohve it.

Y = AB (for2 inputs); Y =ABC (for 3 inputs);
Y =A1Ao............A. ( for ninputs- generalised);
Where A,B,C or Ai’s are the inputs.

A B

+
Lamp-0ON="1"
Lamp-OFF = "0

Switch A-Open =07, Closed="1"
Switch B- Open = "0", Closed="1"

Figure 2.5 Electrical analogy of two-input AND gate
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Graphic Algebraic Truth
Name symbol function table
x oy F
x - 0o 0 0
AND ) }F F=x-y o 1 0
1 0 0
1 1 1
x vy F
OR X _ 0O 0| o
1 0 1
1 1 1
X F
Inverter X Do F F=x' 0 1
1 0
X r
Buffer > =
* L FooF=x o| o
1 1
x oy F
* 0o o 1
F F= !
NAND y xy) o 1| 1
1 0 1
1 1 0
x vy F
X ’ 0 0 1
F=(x+
Nor S T) De——rF  FeGry o 1) o
1 0 0
1 1 0
x vy F
Exclusive-OR x F=xy +x'y 0o 0 0
(XOR) v £ =x&y 0o 1| 1
1 0 1
1 1 0
X y F
Exclusive-NOR v - F=xy+x'y 0o o 1
or I ’ o——— ;
. v = (xDy) 0 1 0
equivalence 1 o 0
1 1 1

Figure 2.6 Logic gates, symbols for logic gates, logic expressions and truth tables
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KNOW MORE-If we apply a negative logic system to the fundamental definitions of
OR and AND gates, we get an amazing discovery. We discover that a negative logic
system's AND gate is a positive logic system's OR gate. Additionally, a negative OR is a
positive AND.

Electrical Analogue:

Electrical analogue is given in Fig. 2.5. When both switches are closed (=> mputs A="1"
and B="1"), the bulb receives current, and the output is ‘1> (=> bulb is glowing). Ff any
switch is left unlocked (=> either A="0" or B="0’), the circuit becomes an open circuit
and the blub is OFF that means output is ‘0’.

2.3.2 OR Gate

Logical expression for two input OR gate is represented as Y = A + B, whichread as Y = A
OR B where A, B are the inputs and Y is the output. OR gate can have one output
and two/more inputs. In OR gate output be LOWIf all of an inputs are LOWelse the
output is HIGH for all other input configurations. So for positive logic OR gate if
all inputs are at logic ‘0’the output logic is ‘0’ else the output is a logic "1" for all
other potential input combinations. Fig. 2.6 represents a two-input OR gatewith
symbol, logical expression and truth table. For two input OR gate logic statement is
F=x+y. Likewise three input OR gate is presented in Fig.2.7, where Q=A+B+C.

Symbol Truth Table

C B A Q

0 0 0 0

0 0 1 1

A o] 1 o 1
B E : : —0Q

C o] 1 1 1

3-input OR Gate 1 0 0 1

1 o 1 1

1 1 o] 1

1 1 1 1

Boolean Expression Q = A+B+C Read as AOR BOR C gives Q

Figure 2.7 Three input OR gate symbols and truth tables

Electrical Analogue:
When both switches are open (=> AB=00), current does not flow through the
lightbulb, producing ‘0’ at the output. If any one of the switch is closed or both switches
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are closed i.e. AB =01, 10 or 11, it allows electricity to flow via the short circuit as
shown in Fig. 2.8. Thus making the bulb ON (=> output ‘1°). Therefore OR gate’s truth
table is verified.

Lamp-ON="1"
Lamp-0OFF =07

Switch A-Open ="0", Closed="1"
Switch B-Open = 0", Closed =

Figure 2.8 Electrical analogue of OR gate.

2.3.3INVERTER or NOT Gate

A logic gate with a single input and output known as a NOT gate always outputs the
input’s complement. Consequently, a LOW input results in a HIGH output, and vice
versa. NOT gate is also known as inverter, since it INVERTs (complements) the
input bit. A positive logic system is one in which a logic '0" at the input results in a
logic '1' at the output and the other way around. As a "inverting circuit" or
"complementing circuit,” it also goes by those names. In Figure 2.9, the truth table
and circuit symbol, symbols are presented for NOT gate.

The symbol for the NOT operation on a logic variable X is X( some other
representations are X’ or !X or ~X). To put it another way, if X is the input to a
NOT circuit, then Y, the output, is determined by Y = X., which translates to Y
equals NOT X. As aresult, if X=1then Y =0 and vice versa.

R

M
1 0 —__—+ A
A">(FQA 0 1

] — Switch A-Open ="0", Lamp-ON="1"
Inverter or NOT Gate Boolean Expression not-Aor A Switch A- Closed = “1°, Lamp -OFF = 0"

b

Figure 2.9 Symbol, Truthtable and Electrical analogue of NOT gate.
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Create the combination
of gate for the following
truth table using AND
and OR gate:

o| ol »r| »| ©
ol »,| of |
Y =1 =)
ol of ofl | ©

(Hint- ABC =000 and
110 combinations are
missing in table, so
don’t cares canbe used
for these combinations.)

Can a NAND ogate be
used as NOT gate?

Answer & Explanation: Y=AC

Method 1- By analysing the table you can see that whenever A is
zero, the Y is zero for sure. It means that A is getting multiplied to the
other iputs to get Y. Further along with A=1 C is also ‘1’ for all Y=
‘1.

Y=A.C
Method 2- Alternate way using Boolean minimisation
Y =ms +m; +d(my+ms)Or Y=AB’C + ABC=AC
Method 3- K-map method using don’t cares if needed

BC
A (o]} o1 11 10

0@ m
o)@

AC ="

ms M,

1| m,

AB

Since pair ‘AC’ includes both minterms, so there is no need to include
don’t cares. Thus minimised expression is

Y=AC

Answer & Explanation: YES

The output of a typical 2 input NAND gate is the NOT of AND of two
inputs (say A & B). So if we make both the inputs A & B same (say
A). Then the output would simply be NOT of A. It canalso be done by
making the one input permanently to TRUE (1).

=Dt ="
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Show how a NOR gate
can be made into a NOT
gate?

Answer & Explanation:  As explained in the above example for
NAND & NOT gate, by the same logic a NOR gate can be converted
into a NOT gate just by making both the inputs same or making one
input permanently FALSE (0).

A =7 " »—7

Electrical Analogue:

The mnput=0 (wire A open and A’ closed) that lets current flow through bulb and it glows
giving output="1". Once the switch is turned ON (A=1), the entire current flows via the
shorted circuit, while a little amount of current flows through the bulb. Output is

therefore equal to ‘0’.

A o—I
& AB Q=AB
Bo—

2-input "AND" gate plus a'NOT gate

Symbol Truth Table

B A Q

N 0 0 1
o— ,

& Q
Bo— 0 1 1

2-input NAND Gate

1 0 1

1 1 0

Boolean Expression Q= AB Read as AAND B gives NOT Q

2.3.5NAND Gate

Figure 2.10 NAND gate symbol and truth table

NAND is an acronym of NOT-AND, truth table and symbolic diagrams of NAND gate
are represented in Fig. 2.10.1f the output entries of an AND gate's truth table are
complemented, a NAND gate's truth table can be created Fig. 2.10. Here, output is a logic
"0" only if every NAND gate's input is a logic "1," the else output is logic ‘1’ in all other

cases. Y =(A.B)’ or

Y= A.B isthe aNAND gate's logic expression.

An n-input NAND is represented by the Boolean equation -
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Electrical Analogue:

The electrical analogue is presented in Fig. 2.11. When both switches are closed i.e. AB=
11, current flows via the short circuited channel but not through the bulb, resulting in
output of ‘0’ means bulb not shining. The bulb will glow (=> output = ‘1°) if any switch
is left open, allowing current to flow through the light bulb
R
VWA—
A

B Lamp-ON= "1
Lamp-OFF = 0"

Switch A-Open = "0", Closed = "1
Switch B-Open = "0", Closed="1"

Figure 2.11 Electrical analogue of NAND gate.

2.3.6 NOR Gate

NOR is a short hand representation of NOT- OR. It is a NOR gate when a NOT gate is
appended to an OR gate. as shown in Fig. 2.12. By just inverting the output of OR
gatetruth table of a NOR gate be created. Truth table, logic symbol for NOR gate are
shown in Fig. 2.12. NOR gate gives output ‘1’ when all of the mputs of a NOR gate are
kept‘0’ else all other mput combinations result the output is logic ‘0’. Logical expression

for NOR gate is represented as Y = (A + B)'. An n-input NOR gate can be
described as -Y = AitAc+. ... +An
d o—0Q=A+B

2-input "OR" gate plus a "NOT gate

0 0 1
A i
Q

B 0 1 0

2-input NOR Gate

1 0] 0
1 1 0]
Boolean Expression Q = A+B Read as A OR B gives NOT Q

Figure2.12 NOR logic symbol andtruthtable ofa 2 input NOR gate.
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Electrical Analogue:

When both switches are open (i.e. AB=00), electricity flows through the bulb and
makes output HIGH or ‘1’ as shown in Fig. 2.13. Iff either one of both inputs are
HIGH, the current will not flow through the light bulb, producing output 0.
Therefore NOR operation can be verified.

R
M [
+
- A\ B
Lamp-ON="1
Lamp-0OFF="0"

Switch A-Open =07, Closed="1"
Switch B-Open ="0", Closed="1"

Figure 2.13 Electrical analogue of NOR gate.

2.3.7 EXCLUSIVE-OR Gate

Two inputs and one output make up the EXCLUSIVE-OR gate, sometimes called the
XOR gate. The truth table and logic symbol for a two-input XOR gate are shown in Fig.
2.14. According to the truth table of two input XOR gate, an XOR gate outputs a logic '1'
whenever the inputs are different from each other and a logic '0' if they are similar. XOR
gates can have more than two inputs. But it is possible to construct multiple-input XOR
logic functions employing more than one two-input gate. Two input XOR gate can be
represented by below logic equation-

Y=A®B
An n-mput XOR logic gives output ‘1’ if the number of ‘1’ in mput vector counted is odd

and a logic ‘0’ when the number of ‘1’ in input vector counted is even. N-input XOR gate
can be represented like this-

Y =ADAD ......... DAn

Here the number of one’s will be counted in the complete input sequence. For
example for a 3-input XOR gate input sequence 001, 010, 100, 111 will give output
HIGH since the number of 1’s is either one or three in number (odd number of ones in
input sequence).

2.3.8EXCLUSIVE-NOR Gate

A logic gate called EXCLUSIVE-NOR, also referred to as XNOR, is produced by
complementing the result of an XOR gate. The acronym means NOT of XOR. Figure
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2.15 shows fits truth table as well as the logic gate symbol. An XOR gate’s output entries
are complemented to create truth table for XNOR gate. Logically it is represented as

vy=A®Borvy= (AB+A.B).

Symbol Truth Table

B A Q

0 0 0
A

Q
B 0 1 1

2-input Ex-OR Gate

1 0 1
1 1 0
Boolean Expression Q=A@ B AOR B but NOT BOTH gives Q

Figure 2.14 Symboland truthtable of a 2 input EXCLUSIVE-OR (XOR) gate

‘B\Q-A;B

2-input "Ex-OR"™ gate plus a "NOT gate

Symbol Truth Table

B A Q

0 0 1
A

Q
B o 1 0

2-input Ex-NOR Gate

1 o] 0

1 1 1

Read if A AND B the SAME

Bool E i =A B
oolean Expression Q (=] gives Q

Figure 2.15 Circuit symbol of a two-input EXCLUSIVE-NOR gate the truth table of a two-input EXCLUSIVE-NOR
gate.
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Find one logic gate that
can  substitute  the
complete circuit after
creating a Truth Table
for the logical
operations at  the
circuit's points C, D, and

For the given system,
determine the Boolean
algebraic expression.

Answer & Explanation:

Since the circuit has only 2 inputs, A and B, there are only 4 possible
input combinations (a total of 22), and these are 0-0, 0-1, 1-0, and 1-
1. The truth table here, which was created by tabulating the logical
functions from each gate, represents the full logic circuit.

Inputs Qutput at

A B C D Q

0 0 1 0 0

0 1 1 1 1

Answer & Explanation: AnAND Gate,a NOR Gate, and an OR
Gate make up the system. The AND gate's expression is A.B, while
the NOR gate's expression is | + (1. The OR gate, which is defined
as A+B, also accepts both of these expressions as distinct inputs.
The following is the final output expression:

A AB

Q= (AB) + (A&+B)

The output of a 2 inputs XNOR gate is either a logic "1" or a logic "0" depending on
how similar or dissimilar the inputs are. In general, a several input XNOR logic function
outputs a logic "1" when the input sequence contains an even number of 1s, including
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zero, and a logic "0" when the sequence contains an odd number of 1s. In other words,
logic '1'is produced at the output if the input sequence is all 0s.

2.4 Universal Logic Gates-NAND & NOR

Combinational logic circuits and a variety of switching functionalities can be created by
connecting individual logic gates together. The three most fundamental logic gates are
the AND, OR, and NOT gates. By using logical sets in this way, it is possible to apply
the various rules and theorems of Boolean algebra using a whole set of logic gates. In
fact, since all other Boolean functions can be created using only the set of AND and NOT
gates, it is feasible to create the OR function. In the same way that OR and NOT can be
joined to create the AND function.

An entire logic set is a group of gates that can be combined to realise any other logical
function, whereas a universal logic gate is any logic gate that may be combined with a set
to generate any other logical function. We require two (or more) different types of logic
gates, NAND (AND and NOT), NOR (OR and NOT), or all 3 as indicated above, to
construct any equivalent logic gate or operation when using the entire sets of AND, OR,
and NOT gates.

All additional Boolean functions and gates can be implemented using the NAND (NOT
AND) or NOR (NOT OR) gate, a single type of universal logic gate, thereby reducing the
number of different types of logic gates required and their cost. The NAND and NOR
gates are the opposites of the earlier AND and OR functions, respectively, and each one
stands alone as a full set of logic because they can be combined to create some other
Boolean function or gate. Because we may create further logic switching functions using
only these two gates, they are known as a minimal set of gates. The NAND and NOR
gates are referred to as "Universal Logic Gates."

2.4.1 Implementation using NAND Gate

The quad 2-input NAND TTL chip 7400 (or 74LS00 or 74HCOO0) contains four separate
NAND gates in a single IC package. So, from a NOT gate to a NOR gate, we can
construct all of the Boolean functions with a single 7400 TTL device, as shown in Fig.

2.17.
X
} (yz) y 3)7 X +y 47 = (xyz)

(a) AND-invert (b) Invert-OR
Figure 2.16 NAND gate equivalent symbol for implementing using NAND gates

1 =
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NAND Gate Symbol NOT Gate
= (Inverter
Q
BO
AND Gate Buffer
AB - A O_E A } A
e ‘ o D—ED—O
B @— }{ )
Exclusive-OR

N 5  ORGate . | )"| 5

T O . “°I:>{D 1
A+f

5 O—ED{}O Exclusive-NOR

Q
NOR Gate :>—o

5 Ot___>'|8_ D’J_

Figure 2.17 Implementation by NAND gate of NOT gate, AND gate, Buffer, OR gate ,EX- OR gate, NOR gate, and
XNOR

I

| o]
g

Another easier way to implement using NAND gates is using Demorgan’s law to get
another expression for NAND gate, Fig. 2.16. This will be very easy to get NAND
implementation for SOP (sum —of-products) expression.

Fig. 2.17 shows that every gate can be implemented using NAND gates only. In Fig.
2.18, F=AB+CD is implemented using basic gates, NAND gate (derived symbol) and
NAND gate all same symbols. Here F is given in SOP form, so, Fig. 2.18(a) can be
obtained using basic gates. To implement using NAND gates, insert two NOT gates
(because one circle represents one NOT gate, two circles represents a buffer) as
shown in Fig. 2.18(b). Now Level -1 (gates nearest to inputs) is AND + NOT = NAND
and level-2 (gates after level-1) is inverted inputs of OR gate = NAND according to Fig.
2.16. Thus Fig. 2.18( c) is derived.

2.4.2 Implementation using NOR Gate

The quad 2-input NOR TTL chip 7402 (or 74LS02 or 74HC02) contains four separate
NOR gates in a single IC package. In order to produce all the Boolean functions from a
single NOT gate to a NAND gate, as indicated, we can use a single 7402 TTL device,
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A —]
B_
F
C_
D_
(a)
- D =
B — B —
: D

- D
D — D —

(b) (c)
Figure 2.18 Three ways to implement F= AB+CD

NOR Gate Symbol NOT Gate
A = A A (Inverter)
Q=A+B
B
Buffe
OR Gate aer
ATE A A
R A+B A+B A A
B
Exclusive-OR
AND Gate A0— v

NAND Gate

AB
Exclusive-NOR

Figure 2.19 Implementation by NOR gate of NOT gate, AND gate, Buffer, OR gate ,EX- OR gate, NOR gate, and
XNOR
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X ! x—d
y (x+y+2) y—0Q Xy =(x+y+z)
Z 7—q

(a) OR-invert (b) Invert-AND
Fig. 2.20 NOR gate equivalent symbol for implementing using NOR gates
similar to the preceding 7400 NAND IC. Fig. 2.19 shows that every gate can be
implemented using NOR gates only.

Another easier way to implement using NAND gates is using Demorgan’s law to get
another expression for NAND gate, Fig. 2.16. This will be very easy to get NAND
implementation for POS (product-of-sums) expression.

Let us understand NOR implementation using F=(A+B)(C+D)E. In the below logic
diagram using basic gates for F, two NOT gates (two circles= buffer gate) are inserted
between level-1 and level-2. Now level-1 is NOR gate and level -2 is also NOR gate

using Fig. 2.21.
}
B

C
D

S —
o F
—
El
Fig. 2.21 Easier way to implement POS form using NOR gates

For F= 1, except AB=11; what | Answer & Explanation:
should be the input combination.

OR and XNOR gates are both connected to the identical inputs
A_i>_ A and B. As a result, their output will be their complement,
B either 0,1 or 1,0 (wexcept AB=11). The inputs to XNOR must

have an even number of 1’s in order to make F = 1. Therefore,

MF C must be 1’ in order to have input 1's to be even numbers for

2 XNOR gate.
C Thus input combinations are {0X1,X01}
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For the given system, determine | Answer & Explanation:

the Boolean notation. Only when ALL of the gate's inputs are HIGH and at logic
— level "1," does the three-input AND gate's output have logic
T ’ "1" as its value (A.B.C). When one or both of the inputs B or
C are at logic level "0," only a "1" is output from the lower
OR gate. When input A is a "1" and inputs B or C are at "0,"
the 2-input AND gate produces a "1" as its output. If all three
inputs A, B, and C are equal to "1" or if A is equal to "1" and
both B and C are equal to "0," the output at Q will only be a
"1" in such circumstances.

[31=:38

\  ABC

M=

BC)+AED)

Find number of gates to| Answer & Explanation:
implement the expression:

F=W.(XY)+Z.(X.Y)

So total no of gates required is 4.
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The bank has rented out a | Answer & Explanation:

locker.  Explain  the  digital | one key (A), which is with the client, and the other key (B),
operation entailed in opening the | \yhich is with the bank, can be used to access the locker gate
locker. (F). The locker door opens when both keys are used. When
both keys are used together, A=B=1, the locker door opens, or
F=1. The procedure can therefore be described as an AND
operation.

i.e. F=A.B

UNIT SUMMARY

In the unit, we went through the various important logic gates which are fundamental to
solve any Boolean expression.

- AND, OR, NOT are basiclogic gates because any circuit can be implemented
using these gates.

- NAND, NOR are universal logic gates because any circuit can be imple me nted
using these gates.

- Various important logic gates are discussed which are fundamental building
blocks for any Digital Circuit.

- Implementation using NAND gates and NOR gates is explained with easier
approach.

EXERCISES

Multiple Choice Questions

1. A light fixture on a staircase has two switches, one on the first floor and the other on the
ground floor. Regardless of the position of the other switch, one of the switches has the
ability to turn on and off the bulb. The reasoning behind altering the bulb is similar.

(@) ANDgate (b) OR gate (c) XOR gate (d) NAND gate

2. When all of a logic gate's inputs are at logic 0, the output will be "1." The gate is:
(@) NAND,EX OR (b) NOR,XNOR
(c) OR,EX NOR (d) AND, XOR

3Boolean function f of the variables X and Y: f(0, 0) = f(0, 1) = (1, 1) = 1; f(1, 0) = 0 Using only
2-input NOR gates and 2-input OR gates and complements of X and Y are not accessible,
a least cost method for achieving would cost a total of
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(@) 1 unit (b) 4 unit (c) 3 unit (d) 2 unit

4. Assuming that A, B, and C are accessible, the bare minimum number of 2-input NAND gates
needed to implement [ = 1017]

(@) 2(b) 3(c) 5(d) 6

5. Which of the subsequent logic gates can be utilised to realise all conceivable combinational
Logic functions?

(a) OR (b) NAND-NOR () EX OR (d) AND

6. Only 2 input NAND gates are needed to implement the function Y= AB + CD. The minimum
number of gates is

(a) 2 (b) 4 (c)3 (d)5
7. When a NAND gate's input variables are short circuited, the result is identical to
(@) OR (b) NAND-NOR (c)EXOR (d)
AND
8. Which gate is not a basic gate
(@) AND (b) NAND (c)NOT (d)
OR
9. The number of permutations in the input side of the truth table for a 3-input logic gate is .
(@2 (b) 4 (c)12 (d)8
10. Gate which is represented as inverter
(@) AND (b) NAND (c)NOT (d)
OR
11. Suitable gate for bit comparison is
(@) AND (b) NAND (c) NOT
(d) EX- NOR
12. Number of basic logic gates
(a)2 (b) 5 (c)3 (d)8
13. Gate which have 1 input only
(@) AND (b) NAND (c)NOT (d)
OR
14. True state shown in positive logic by
(a)-1 (b) 1 (c)0 (d)-0

15. True state in negative logic shows
(@1 (b) -1 (c) vad d@o
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1.
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rs of Multiple Choice Questions

(©)2. (b) 3.(d) 4. (c)5.(b) 6. (b) 7. (b) 8.(b) 9. (d) 10.(c) 11.(d) 12.(c) 13. (c) 14. (b) 15.
(d)

Short and Long Answer Type Questions

1

2
3.
4.
5

o

== © 0~

0.
1.

12.

Write and learn truth table for all gates with 4-inputs (except NOT gate and buffer).
Which are universal gates? Give instances to support your logic.

Create an inverter implementation utilising 2-input NAND, 2-input NOR, 2-input XOR
How can you differentiate a positive logic system out of a negative logic system? 4.
Show that a positive logic system's AND gate is equivalent to a negative logic system's
OR gate.

What are open drain output logic gates? What are the key benefits and drawbacks of the
these devices?

Establish the associative law for the XNOR and XOR operators.

Demonstrate that NOR operators for three do not fall under the associative law.
Demonstrate that NANDoperators for three do not fall under the associative law.

Describe how NOR gates can be used to implement AND, OR, and NOT gates.

What distinguishes IEEE/ANSI symbols from traditional ones and what is their primary
meaning.

Create a logic diagram that uses the least amount of two-input logic gates possible to
implement an 8 input XNOR function.

Numerical Problems

Create asix-input XORgate using the fewest possible- ()NAND gates, (ii) NOR gates
Validate the following principles and create the corresponding circuits.

a) PR+PQR=PR

b) P+PQ=P

¢) PQR+PQR+PQR =P(Q+R)
d) P+P=1

e) (P+Q)(P+R)=PR+PQ

Prepare8-input NAND gate using only fewest possible (i) two input NAND gates (ii) two
input NOR gates

Create an inverter using (i) two-input XNOR, (i) two-input XOR,
(i) two-input NOR and (iv) two-input NAND.

Implement the logic function SOP form- F(wxy,z) = >.(2,5,6,7,9,10, 12,13,14) + d(0,3)
using (i) Basic gates (i) NAND gates only (iii) NOR gates only (Hint- use K-map
SOP/PQOS form)

Implement the logic function POS form- F(A,B,C.D) = I1(2, 5,7, 12,13,14, 15) + d(0,3)
using (i) Basic gates (i) NAND gates only (iii) NOR gates only (Hint- use K-map POS
form)
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7. Draw logic diagrams toimplement the given logic expressions:
@y =[u+x)y+2)] (b)y =(uy) +x
©@y=@W+x)(y+2) (dy=ulxz)+y
(e)y=u+yztuxy(f) y=u+x+x(u+y)

PRACTICAL

Experiments can be done in the lab using digital 1Cs.

-Experiments can be done on EDA Playground website using VERILOG language
(Login is required using email ID).https://www.edaplayground.com

-Experiments can be performed in virtual labs as well. Here QR code for Virtual labs
from IIT Bombay and IIT Kharagpur are provided respectively.

QR code for Virtual - QR code for Virtual -
Lab IIT Kharagpur Lab IIT Bombay

EXPERIMENT 1. To verify the truth tables for all logic fates — NOT, OR, AND, NAND,

NOR, XOR.

Apparatus required-

Digital 1Cs- 7400, 7402, 7404, 7408, 7432, 7486, 747266. All ICs internal details are
given in next diagram.

Procedure-

1. Place all ICs in the digital trainer kit, Each IC pin should go into a vertical connected line
of beard board.

2. Connect Vcc and Gnd

3. Connect inputs to given input switches and outputs to output LEDs

4. Switch ON the trainer kit and Observe the outputs, apply all truth table input
combinations

5. Switch OFF the trainer kit and compare all observations with truth table. Both must be
same.

Conclusion-
All gates are verified using digital 1Cs.


https://www.edaplayground.com/
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Ll 2] 13) &) 18] (&) L2 I_ILH_II_H_IIilir

7400 Quad 2 input 7402 Quad 2 input
NAND Gates NOR Gates
fia) fi3] 2] ] J_le fiol [o] [e]
Ve Ib_ Ve
D
Gnd
LLJLE.J[@JL.JLJLJLJ I_Il_II_II_II_Il_!l_I
7486 Quad 2 input 747266 Quad 2 input
XOR Gates XNOR Gates

l_ll_ll_ll_ll_lE—II_El_l fa] fi3] f12l (] fio] (o] [e]
i enERaRe
[E5 cna FDPI-DP Gna

LT 2T BT ] 7 6] T J 2] 3] ] 8 18] 1
74133 Single 13 input 7404 Hex NOT Gates
NAND Gate (Inverters)
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** Please note that the numbering starts from bottom side of HALF CIRCLEs. Remember the 1Cs
internal details (Input followed by output or Outputs followed by Inputs)

EXPERIMENT 2. Implement and realize Boolean Expressions with Logic Gates
F(XY,Z) =X+Y.Z

Apparatus- 7408, 7432 IC, jumping wires and digital trainer kit

Logic Diagram-

DF=X+Y.Z

{O—

Procedure-

1. Place both ICs in the digital trainer Kit,

2. Connect Vcc and Gnd

3. Connect inputs Y and Z to AND gate IC (7408). Connect Output of AND gate to Input of
OR gate IC 7432 and another input to X input. Connect output OR gate to output LED

4. Switch ON the trainer kit. Apply all truth table input combinations and observe the
outputs.

5. Swﬁch OFF the trainer kit and compare all observations with truth table. Both must be
same.

Conclusion-
Given Boolean expression is verified using Digital I1Cs.

-The same experiments (1 & 2) can be performed using virtual labs at the below link.

Virtual Labs (iitkgp.ac.in)

KNOW MORE

There are multiple open source softwares to perform experiments related to Digital
Electronics.


http://vlabs.iitkgp.ac.in/dec/exp3/index.html
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Combinational Logic Circuits

UNIT SPECIFICS
Through thisunit we have discussed the following aspects:

e Addition and Subtraction of Arithmetic Circuits;

e Addition and Subtraction using “‘1’s and 2’s complement”’;
o Designing of “Half Adder”, “Full Adder”;

o Designing of “Half Subtractor”, “Full Subtractor”;
“Parallel Adder” and “Series Adder’’;

o “Encoder”, “Decoder’;

FE T

“Multiplexer”, “Demultiplexer” and their applications.

The practical applications of the topics are discussed for generating further curiosity and
creativity as well as improving problemsolving capacity.

Besides giving a large number of multiple choice questions as well as questions of short and
long answer types marked in two categories following lower and higher order of Bloom’s
taxonomy, assignments through a number of numerical problems, a list of references and
suggested readings are given in the unit so that one can go through them for practice. It is
important to note that for getting more information on varioustopics of interest some QR codes
have been provided in different sectionswhich can be scanned for relevant supportive knowledge.

After the related practical, based on the content, there is a “Know More” section. This
section has been carefully designed so that the supplementary information provided in this part
becomes beneficial for the users of the book. This section mainly highlights the initial activity,
examples of some interesting facts, analogy, history of the development of the subject focusing the
salient observations and finding, timelines starting from the development of the concerned topics
up to the recent time, applications of the subject matter for our day-to-day real life or/and
industrial applications on variety of aspects, case study related to environmental, sustainability,
social and ethical issues whichever applicable, and finally inquisitiveness and curiosity topics of
the unit.

RATIONALE

This fundamental unit helps students to get a primary idea about the designing of combinational
circuits using logic gates. It explains about the designing of arithmetic circuits. It also explains
about the “I’s and 2’s complement” of “binary numbers” and to “perform the arithmetic
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operations using these numbers”. All these basic aspects arerelevant to start the learning of
combinational circuits properly. The chapter also explains about the converter circuits such as
encoder, decoder and other combinational circuits like Multiplexer, Demultiplexer which are
used for data transmission. Some related problems are pointed regarding the designing of
combinational logic circuits which can help further for getting a clear idea of the concerntopics
on digital electronics.

As the scope of digital electronics extend to domains such as healthcare, software,
automation, digital banking and many more, various combination of logic gates are utilized to
represent logic signal, known as Combinational logic circuits. These are important part of digital
electronics that are used in wide variety of applications such as computers, digital
communication, calculators, smart devices, automatic control of machines.

PRE-REQUISITES

Basic concept of logic gates, K-map, Boolean logic

UNIT OUTCOMES

List of outcomes of this unit is as follows:

U3-01: Understand arithmetic operations of digital numbers
U3-02: Learn Series and Parallel Adders

U3-03: Understand the operation of using Encoder and Decoder
U3-O4: Learn the operation of Multiplexer and Demultiplexer
U3-05: Designing the Combinational circuits using logic gates

EXPECTED MAPPING WITH COURSE OUTCOMES
Unit-3 Outcomes (1- Weak Correlation; 2- Medium correlation; 3- Strong Correlation)
CO-1 CO-2 CO-3 CO-4 CO-5 CO-6
U3-01 3 2 - - -
U3-02 3 3 3 = -
U3-03 - 3 3 - - -
U3-04 - 3 3 - - -
U3-05 = 3 3 - - -

“When you talk, you are only repeating something you know. But if you listen, you
may learn something new.” — Dalai Lama
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3.1 Introduction

A combmational circuit is the type of digital logic in which “output depends only on the
present mputs combmation”. The logic gates are the building blocks for designing a
combinational circuit. The logic functions implemented by combinational circuits are in
the form of Boolean expressions. Combinational circuits may have multiple outputs or
single output. Figure 3.1 shows the general “block representation” of a “combinational
circuit” with “m input variables and n output variables”.

. Combinational i n
L} 1 : : I
inputs Logic Circuit loutputs
— —I—ZI'-

Fig. 3.1: “Block diagram” of “Combinational logic circuit” with “m inputsand n outputs”

3.2 Binary numbers: Addition and Subtraction

The arithmetic operations of “binary numbers” using 1’s/2’s
complement are discussed in this chapter, and also the various types of combinational
logic blocks that performs addition and subtraction operations such as “half adder, full
adder, half subtractor and full subtractor” are discussed.

3.2.1 Binary Addition and Subtraction: General Rules
“Binary addition” rules-
e Adding two bits gives “O sum” if both bits are same otherwise sum is “1” if bits
are different
e Carryis “1” only when both bits are “1”

“Binary subtraction” rules-
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e Subtracting two bits gives “0 difference” if both bits are same otherwise
difference is “1” if bits are different
Borrow is “1” only when first bit (A) is “0” and next bit (B) is “1” from operation “A-
B”

3.2.2 Addition/Subtraction using 1’s complement

There can be following three cases for Addition or subtraction using 1’s complements-

Case 1: To Add positive number with a negative number (negative number has less
value than positive number)

e  Write the “I’s complement” of “negative number”
e Add this number to positive number
o [If there is carry ‘1°, add this to the LSB

Add the numbers (110)2 and (11)2 Explanation:

Solution: 110 Start with the rightmost column,
.......... + 11 addition 0+1=1 and rightmost digit answer is
L1000 L

Move to next column to the left,

addition 1+1=0 and carry ‘1’ that goes to next
column

Move to next column to the left,
T ; addition previous carry ‘1’+1=0 and carry 1’
The final answer (from left to right)=(1001),

Subtract the numbers (101)2 and (11)2 Explanation:

Solution: 101 Start with the rightmost column,

subtract 1-7=0 and rightmost digit answer is 0’
Move to next column to the left,

subtract 0-1=1 and borrow ‘I’ that goes to next
column

Move to next column to the left,
subtract previous borrow ‘1’-1=0
The final answer (from left to right)=(010),

1
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Case 2: To Add positive number with a negative number (negative number has more
value than positive number)
e  Write the “1’s complement” of “negative number”
e Add this number to positive number
e The result will be ‘- (1’s complement of the addition)”

Calculate  (12)10-(4)10  using  1’s| Explanation:

complement. Write the 1’s complement of negative
Solution: number-

Binary representation of (12)10=(1100)2 | 4=0100; -4=(1’s complement of 4)=1011
Binary representation of -(4)10=(1011)2 Add 1011 to 1100

If there is carry ‘I’, add this to Least
Significant Bit (LSB).

110 |1 1 1

Answer: 0111+1=(1000),

Case 3: Both numbers are negative
e Write the 1’s complement of both the numbers with one extra MSB
e Add both the numbers
e Add carry to the Least Significant bit and the result will be “~(1’s complement of
the addition)”
3.2.3 Addition/Subtraction using 2’s complement

There can be following three cases for Addition or subtraction using 1’s complements-
Case 1: To Add “positive number” with a “negative number” (“negative number” has
less value than “positive number”)
e Write the 2’s complement of negative number
e Add this number to positive number
e If there is carry ‘1°, discard it

Case 2: To Add “positive number” with a “negative number” (“negative number” has
more value than “positive number”)

e  Write the 2’s complement of negative number
e Add this number to positive number
e The result will be ‘-~ (2’s complement of the addition)”
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Calculate (12)10-(15)10 using 1°s
complement.

Solution:
Binary representation of (12)10=(1100)2
Binary representation of -(15)10=(0000)2

Answer: - (“1’s complement of1100”)=-
(0011),

Explanation:

Write the 1’s complement of negative
number-

15=1111; -15=(1’s complement of
15)=0000

Add 0000 to 1100

The result will be “— (1’s complement
of the addition)”

Calculate -(8)10-(6)10 using 1’s complement.
Solution:

Binary representation of -(8)10=(10111),
Binary representation of -(6)10=(11001),

1 1 1 1

10000+1=10001
Answer: -(1°s complement of 10001)=- (01110),

Explanation:

Write the 1’°s complement of negative number
(with extrabitat MSB)-

8=01000; -8=(1’s complement of 8)=10111
6=00110; -6=(1’s complement of 8)=11001
Add 10111 and 11001

Add carry to LSB

The result will be “— (1’s complement of the
addition)”
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Calculate 2’s
complement.

Solution:

Binary representation of (14)10=(1110)2

Binary representation of -(10)10=(0110)2

(14)10-(10)10 using

Answer: (0100),

Explanation:

Write the 2’s complement of negative
number-

10=1010; -10=(1’s complement of 10+1)
=0101+1=0110

Add 0110 to 1110
If thereis carry ‘I’, discard it

Case 3: Both numbers are negative

e  Write the 2’s complement of both the numbers with one extra MSB

e Add both the numbers

e Add carry to the LSB and final result will be “~(2’s complement of the addition

result)”

Important Points (2°s complement addition/subtraction):

e If Carry is there, discard it

Both numbers are negative-

One number is “positive” and another number is “negative”:

e If no carry, the result will be “- (2’s complement of the result)”

e Discard carry and result will be “- (2°s complement of the result)”
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Calculate  (9)10-(15)10 using 2’s| Explanation:

complement. Write the 2’s complement of negative number-
Solution: 15=1111; -15=(1’s complement of 15+1)

Binary representation of =0000+1=0001
(9)10=(1001)2 Add 0001 to 1100

Binary representation of " | The result will be “— (2’s complement of the

(15)10:(0001)2 addition) )

ANSWEr:

- (2’s complement of 1010)= -
(0110),

Calculate -(10)10-(11)10 using “2’s | Explanation:

complement™. Write the 2’s complement of negative number
Solution: (with extra bit at MSB)-
Binary value of 10=01010; -10=(2’s complement of 10)
-(10)10=(10110),  and =01010+1=10110
-(11)10=(10101). 11=01011; -11=(2’s complement of 11)

1 =10100+1=10101

Add 10110 and 10101
Discard carry

The result will be “— (2’s complement of the
1101 |0 (1 |1 addition)”

ANSWer:

- (2’s complement of 01011)= -
(10101);
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3.3 Arithmetic Circuits
“Arithmetic circuits” are the “basic building blocks” of combinational circuits. These

includes “half adder”, “full adder”, “half subtractor”, “full subtractor”, “parallel adder”
and “series adder”.

3.3.1 Half Adder

A “half adder” is a type of “arithmetic logic circuit” that “adds two binary bits”. It
produces the results “Sum” (S) and “Carry” (C) at the output. The “truth table” and
“block diagram” are given i figure 3.2.
The logic expressions of “Sum” (S), “Carry” (C) are given below-
S=B®A=AB+AB
C=BA

A
00 0 0
01 1 1 8
10 1 1
11 1 0

Fig. 3.2: Truthtable and “block diagram” of “Half adder”

The logic gate implementation of “half adder” is given below in figure 3.3. It is the combination of a
“XOR” gate for sum and an “AND” gate for carry outputs.

A o
D7’8=A.B+A.B
B

Fig. 3.3: Logic gate implementation of Half adder
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Inputs Outputs
ABC, Cou S
000 0 0
001 0 1 A —>
5
010 0 1 B — ! Full
011 1 0 Cn ol Adder | i
100 0 1
101 1 0
110 ) 0
111 1 1

AX_00 01 11 10
A\ B q '
1 1 1] 1]
K-map for Sum (S) K-map for Carry (Cout)

Fig. 3.5 “K-map minimisation” for “Sum” and “Carry” for “Full Adder”

3.3.2 Full Adder

A “full adder” is a type of “arithmetic circuit” that “adds three binary bits”. It produces
results “Sum” (S) and “Carry” (Cout) at the output. The “truth table” and “block
diagram” are given in Fig. 3.4.
The “Sum” (S), “Carry” (Cout) are given below using truth table given in Fig. 3.4.-
S = > (mq, Mz, M4, ny)
Cout = Y (ms, mMs, Me, My)

The simplified expression of S and Cout can also be written using K-map minimisation as
shown in Fig. 3.5, as-

S=Cin®B®A
C.=C,.,(B+A+AB
Full adder logic circuit can be prepared using above expressions for S and Couw. The

Logic circuit for 1-bit full adder is given in Fig. 3.6(a). “Full adder” can also be prepared
using “two -half adders” and an “OR gate” as shown in Fig. 3.6(b).



A —

Cin

) >

2=
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S

Fig. 3.6(a): Logic gate implementation of Full adder

S

Sum
Carry
Cout

Cin Half
Adder
Sum
A Half
Adder
B Carry

00

01

Fig. 3.6(b): Full adder implementation using half adders

0 0
1 1
0 1
0 0

A

e

Fig. 3.7: “Truth table” and “bock diagram” of “half subtractor”

3.3.3 Half Subtractor

A “half subtractor” is a type of “arithmetic circuit” that “subtracts” “two-binary bits”. It
produces results ‘“Difference”™(D) and “Borrow”out (Bo) at the output. Here ‘Borrow’
means that ‘1’ is borrowed to perform subtraction operation. If the difference is ‘-1°, then
‘Borrow (Bo)’ will be ‘1°. The truth table and block diagram are given in fig. 3.8.

The logic expressions for ‘D’ and ‘Bo’ are given below-

Bo
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D=B®A
B, =B.A
A \
B T ,D - D
] Bo

Fig. 3.8: “Logic gate implementation” of “half subtractor”

Table 3.1: “Truth Table*” of “Full Subtractor*

000 0 0

001 1 1

010 1 1

011 1 0

100 0 1 Fig. 3.9: “Block Diagram™ of “Full Subtractor”
101 0 0

110 0 0

111 1

3.3.4 Full Subtractor

A “full subtractor” is a type of “arithmetic circuit” that subtracts “three binary bits”. It
produces results ‘Difference (D)” and “Borrow out (Bo)” at the “output”. The block
representation and truth table are given below-

The Boolean expressions of “Difference (D)”, “Borrow out (Bo)” and implementation of
“full subtractor” using “two half subtractors” is given below -

D =Y (m, Mz, ms, n7) & Bo=>(m, mp, ms, my)
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The simplified expression of D and B, can also be represented as shown in Fig. 3.10.

| ]

|

|

| A
: . - Parallel Adder:
1 Scan for explanation
| \ i )

Fig. 3.10: Implementation of “full subtractor” using “two half subtractors”

“Full subtractor” can be designed using “half subtractors” as shown i figure 3.10. It is
the “combination” of “two half subtractors” and one “OR gate.”

3.3.5 Parallel Adder

“Half adder” and “full adder” circuits add the “binary numbers” with single digits in
them, but if we want to add “two binary numbers” with “multiple bits”, then a “parallel
adder” is used. A “Parallel adder” is a type of “combmational circuit” that has
cascaded “l-bit full adders”. The number of “full adders” used to implement a “parallel
adder” will depend upon the “number of binary bits” required to be added. Fig. 3.11
shows an “n-bit parallel adder” formed by cascading “n-full adders”.

AN BN An2 BN-2 A1 B1 Ao Bo
CN-1 ) CN-2 Cna €1 ) Co Cin
€1 FAn1 [¢ FAn2 [€— "= FA1 [¢ FAo [€
SN-1 SN-2 S1 So

Fig. 3.11: n-bit parallel adder circuit
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In the diagram shown above, first, FAo adds Ao, Bo and Cin to produce Sum (So) and
Carry (Co). Next, FA1 uses this Co as carry-in bit and adds it with the inputs Az, B: to
produce Sum (S1) and Carry (C1). This process continues till the (N-1) full adder and
the final result is Sum (Sn-1)and Carry (Cn-1).

3.3.6 Series Adder

“Serial adder” or “series adder” is a type of “combinational circuit” that adds “two
bmary numbers” in “serial form” means one after other. It uses “two shift registers” to
store the “binary numbers” and performs bit by bit addition. It consists of “two shift
registers” that stores the “binary numbers”, a “full adder” that takes “three nputs” and
provides “two outputs”, a “D-flip-flop” that is used as a “carry nput” for the “full
adder”.

The full adder adds one pair of bits along with carry. The “D-flip-flop” gets the “carry

output” from the “full adder” and this “carry output” is used as an “input carry” for “the
next significant bit”. Fig. 3.12 shows the “block diagram” of “serial adder”.

Shift &,
control >| Shift register A
CLK >
x
S
>y FA
G
Serial SL = b
mput »| Shift register B
Q
D
c<]
Clear J
P Encoder: Scan
} for explanation

Fig. 3.12: Serial adder circuit
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3.4 Encoders

An “encoder” is a type of “combinational circuit” that produces the binary equivalent
to the mput. It has “2" input lines” and “n output lines”. It takes the binary information
in the form of “2" mput lines” and defines “n-bit code” for the binary information at the
output. It can be represented as 2" : n encoder. For simplicity, only one input is
activated at a time. The ‘“block diagram” and “truth table” of “4:2 encoder” is shown n
fig. 3.13.

vo—> ¥ % [n [ |o o |

; 0 0 0 1 0 0
Y2 4 to 2 o 0 0 1 0 0 1
Y1
v Encoder | | o, |0 T 1o o |1 o
o
1 0 0 0 1 1

Fig. 3.13: “Block diagram” and “truth table” of 4:2 encoder
From the “truth table”, the “Boolean expression” for the encoder are given as-

01=Y2+Y3, Oo=Y1+Y3

The “logic circuit” of the ‘42 encoder” is given below i fig. 3.14. It can be
mplemented using two “OR” gates.

Oo Priority
<1 Encoder: Scan

for explanation

Fig. 3.14: Logic Circuit of 4:2 encoder

3.4.1 Priority Encoders

In normal encoder, if more than one inputs are high, then the encoder may produce
“wrong output”. It is the drawback of normal encoder. To overcome this issue, we
assign priorities to the inputs, then the output will be according to the inputs which has
higher priority. This encoder is called priority encoder. The “truth table” of “42
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priority encoder” is shown in “Table 3.2”. Here, the priority of Y3 is the highest and Yo
is the lowest. So, if Y3 is “1” the output is “l11” irespective of any other input.
Sometimes a “valid” (V) signal is given at the output to validate the input set. For
example if mputs are “0000” then the output is not valid. So, the vald signal “V” will
be “0” i this case.

Table 3.2: “Truth Table” of “priority 4:2 encoder”

OISR SO SR | e gookan expressors or 0,
and Oo can be calculated using
1 X X X 1 1
K-map-
0 1 X X 1 0
O, =Y, +Y,
0 0 L X 0 L O, =Y,+Y2Y,
0 0 0 1 0 0
3.5 Decoders

A “decoder” 1is a type of “combinational logic circuit” that decodes the “bmary
information on n lines” to “2" output lines”. It performs the reverse operation of
encoder circuit. It can be represented as n to 2" or n:2" decoder. A decoder can also be
used with Enable (E) signal. When enable is HIGH, then it provides the outputs
according to bmary mput information. The “block diagram” and “truth table” of 2:4
decoder is shown in fig. 3.15. It can be observed from the “truth table” and the
“Boolean expressions” given in fig. 3.16 that the outputs of decoder are all possible
minterms of the input set 11 and 1.

E———
Inputs Outputs
|1 —
E Iy lo Y3 Y2 Y1 Yo
0 X X 0 0 0 0 lo —
1 0 0 0 0 0 1 i
R —
1 0 1 0 0 1 0
1 1 0 0 1 0 0
1 1 1 1 0 0 0

Fig. 3.15: “Block diagram”and “'truth table of 2:4 decoder
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The “Boolean expressions” for the “outputs” and “logic circuit diagram” are given below -

Y, =E.l.l,
Y,=E.l.lo | n >o
= 1 TIo >(> * |

More about

U0
0000

i

Decoder

Fig. 3.16: Implementation of 2:4 decoder using logic gates

3.5.1 Boolean logic implementation using Decoders
A “decoder” is also used to implement “Boolean functions”. Since the outputs of
“decoder” are representing all “minterms”, therefore, it requires “OR” gate to generate
the “sum of minterms” (SOP) form. The same is explained with the help of examples
below.

1 output line

m=2"

input lines

Y n selectlines

i
Y

Fig. 3.117: “Block diagram” of Multip lexer
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3.6 Multiplexers

The term “Multiplex” means “many to one”. It is a type of “combinational circuit”
which has “multiple mput lines” and “one output lme”. It is also known as “data
selector” or “MUX” and represented as 2":1 multiplexer, where, “n” is “number of
select lnes”, “2" is number of mput lines” and “1 output line”. According to the values
of select lines, the output gets value of one of the inputs. The types of multiplexers are
“2:1 MUX”, “4:1 MUX”, “8:1 MUX” and so on. The general “block diagram” of a
multiplexer is shown i fig. 3.18. It has “n select lines”, “m mput lines” and “one
output line” (here m=2").

3.6.1 Multiplexer2to 1
It has one select line (S), two input lines and one output line. The truth table and
block diagram are shown in fig. 3.18. ‘“Boolean expression” for “output” of “2: MUX

is-Y =S.A+S.B. The “logic diagram” is represented in fig. 3.19.

L[, |
—1 g | MUX

f

S

Fig. 3.18: Truthtable and Block diagram of 2to1 MUX

3 >0

S

Fig. 3.19: Logic gate implementation of 2to1 MUX
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Implement following logic function using “3:8 decoder”.
Y(A,B,C) =3 (mo, Mg, ma, my)
Solution:

The decoder has “3-mput lines” and “8-output lines”. The “output Y” is the
“OR” combmation of minterms mo, Mz, M4, My.

0 -
A 1m0
2 1L\
B 3't°'8 3 O l Y
Decoder 4 o 7
5 o
c .

Implement “full adder” using “3:8 decoder”.
Solution:
From the “truth table” of “full adder”, (see sec. 3.3.2)

Sum (S)y= Y( mu, Mz, my, my) and Carry out (Co)= >( mz, ms, me, NV).
Therefore, it can be implemented as given below-

O -
1
S
A 2
3-to-8 3
B Decoder 4
5
C _
6
L
7
) >
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3.6.2 Multiplexer4to 1

It has “two select lines (S1 and So)”, “four input lines” and “one output line”. The “truth
table” and “block diagram” are shown i fig. 3.20.

EEE. .

0 0 A

0 1 B it B Y
C MUX
—>

1 0 C
D —*

1 1 D

I

S1 So

Fig. 3.20: “Truth table” and “Block diagram” of 4 to 1 MUX
The Boolean expression for Y is given as-
Y =S5:1.51.A+S:.8,.B+5,50.C+S,.5,.D
Logic diagram for 4:1 MUX is represented in fig. 3.22.

3.6.3 Multiplexer 8to 1

It has three select lines (Sz, S1, and So), eight input lines and one output line. The “truth
table” and “block diagram” are shown m fig. 3.22.

A — J

B

D D

Fig. 3.21: Logic gate implementation of 4 to1 MUXu
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000 I,

001 I, v

010 L

011 I

100 L

101
Is

110 T
Is

111 S2 S1 S
I;

Fig. 3.22: “Truth table” and “block diagram” of 8 to 1 MUX

The “logic expression” for “output Y of “8:1 MUX” is given below-

Y =15.52.51.S0 +1,.5,.51.8, +1,.5,.8,.S0 + 1,.5,.5,.S, +1,,.5,.51.50 +
l.S,.5..S, +1,.5,.5,.S0 + 1,.5,.5,.S,

3.6.4 Boolean logic implementation using Multiplexers
A “multiplexer” can also be used to “implement” any “Boolean or logic function”. If a
logic expression has n+1 variables, then n variables can be used as “select lines” of the
“multiplexer” and the remamning “single variable” can be used as “an mput” along with
its complement, “1 or Vdd” and “0 or ground”. To understand the process, consider
the example 3.11.

3.6.5 Multiplexer Applications
Multiplexers have various applications in digital systems. Some of the applications
are logic function generator, Parallel to serial converter, data routing.

Logic function generator: A “multiplexer” can be used to implement any “logic
function” from “truth table” in “Sum-of-Product” (SOP) form.
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Y (4,B,C)=> (mo, my, m3, My, M7), implement using 4X1 and 8X1 MUX.

Solution- The above expression has three input variables;

Case 1-Using 4:1 mux- we will use two variables as select lines (B, C) and variable A
as input line. As the multiplexer has 2 select lines, so it will be 4 to 1 multiplexer. Let
say inputs are lo, Iz, I2, Is.

The procedure is- (i) write all the inputs (ii) write all the minterms under the inputs in

two rows as shown in the table below. The first row represents A and second row
represents A. (iii) Circle all the minterms given in the logic expression. (iv) if both the
minterms are not circled in a column, then input will be ‘0°; if both the minterms are
circled in a column, then input will be ‘1°; if only one minterm is circled in a column,

then input will be Aor A. (v) and finally, write these inputs to the multiplexer.

I I; I B
E @ @ 2 @ 1 —» Ip
__’ . 4tol .
4 @ |5 s @ A ’
1 y 0 1 — 1
4 T
B C

Case 2-Using 8:1 mux- The above function can also
be “implemented” using “8:1 MUX”. First draw the
“truth table” of the “logic expression” and then write the mputs according the places
from 0 to 7. This solution is shown on the next page.

Minterm [ A | B C Y
0 0 |0 |0 |1 1=
1 —»
1 0 |0 |1 |1
0 —» Y
2 0 (1 |0 |oO
1= gto1Mux }|—
3 0 [1 |1 |1 1—»
4 1 lo [0 |1 ¢
0 —»
5 110 |1 |o
1 —»
6 1 |1 |o |o : T :
7 1 |11 |1 |1 N
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Parallel to serial converter: As the transmission of parallel data in digital system
takes less time and data in parallel form can be converted into serial form using
multip lexers.

Data routing: Multiplexers can be used to route data from multiple sources to single
source.

3.7 Demultiplexers

2 b

The term “Demultiplex” means “one to many”. It is a type of “combinational circuit’
which has “one mput line” and “multiple output lines”. It is also known as “DEMUX”
and represented as “1:2" demultiplexer”, where, “n” is “number of select lines”, “2™" is
“number of output lines” and “l1- mput line”. Examples of “demultiplexers” are “1 to 2
demultiplexer”, “l to 4 demultiplexer”, “l to 8 demultiplexer”, “1 to 16 demultiplexer”

etc. The “block diagram” of demultiplexer is represented in fig. 3.24.

1inputline m=2"

R . T output lines
Demultiplexer > outputli

J | | L n select lines

Fig. 3.23: “Block diagram” of Demultip lexer

3.7.1 Demultiplexer 1 to 2

1:2 demultiplexer has single input line, one select line (S) and two output lines. When S=
‘0°, it will pass the data (D) to output line Yo and if S= ‘1°, it will pass the data (D) to
output Yi. The truth table and block diagram are shown in Table 3.3 and Fig. 3.24
respectively.

The Boolean expression of the outputs is Y, =S.D and Y0:§.D. Logic gate
implementation is given in fig. 3.26.
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Table 3.3: “Truth table” of “1 to 2 DEMUX"

o | 1x2 — Y

DEMUX |—> ¥,

T

D 1 D 0 5
Fig.3.24: “Block diagram” of 1 to 2 DEMUX

3.7.2 Demultiplexer 1X4
“1:4 demultiplexer” has “single input line”, “two select lines (S1and So) ” and “four output lines

(Y3, Y2, Y1, Yo) ”. When the selects lines are “00”, the demultiplexer will provide the output at Yo;
for

select lines “01” it will provide the output at Y1; for select lines “10” it will provide the output at Y2
and for “11” it will generate the output at Ys. The “truth table” and “block diagram” are presented in
“Table 3.4” and fig. 3.26 respectively.

s
o

I 1
o

Fig. 3.25: Logic Implementation of “1 to 2 Demultiplexer”

Table 3.4: “Truth table” of “1 to 4 DEMUX”

— v,
_D__ 1tod |—— vy,

D 01| o0 0 0 0 D RN Ya

D 0| 1 0 0 D 0 — > Yo

D 1|0 0 D 0 0 T T

D 1|1 D 0 0 0 S1 So

Fig. 3.26: Block diagram of “1:4 DEMUX”
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) _§I7 _§|7
t >
- = ._D— 1
1 4o >
e
T T

Fig. 3.27: “Logic Implementation” of “1 to4 Demultiplexer”

Table 3.5: “Truth table” of “1 to 8 DEMUX"

ocl|lo|lo|lo

clo|lc|lo|g|le|o|e
ol|loleo|les|lea|lle| =
cle|le|lele|le| D=
clo|lco|leo|le|le|le|o

o |l ao|lo|]|le|lo|le| e

[—20 I — T I B I — 2 I — T IO — T A — T —]

o | Dle|los|le|le|e|=

Ole|le|le|le|lao|le|o

Lol B — 0 I — I I — T A =]

oD|o|o|jo|jg|o|Qo|o

52 51 So
Fig. 3.28"Block iagram” o1 “1:8 DEMUX"

¥,=5,.5,D
¥,=5,5:D
¥, =51.5,D
¥Y,=S51.50:D
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3.7.3 “Demultiplexer”1to 8

“1:8 demultiplexer” has “one input line”, “three select lines (S2, S1 and Sg) ” and “eight output
lines (Y7, Ys, Ys, Ya, Y3, Y2, Y1, Yo) ”. The “truth table” and “block diagram” are shown in fig. 3.28.

The Boolean expression of the outputs is given below and logic gate implementation is given in fig.
3.28.

UNIT SUMMARY

> Binary addition rules-
Add two bits and carry generated will be added to the next significant bit.
» Binary subtraction rules-

Subtract two bits and borrow required will be taken from the next significant bit.
» 1’s complement addition/subtraction

One number is “positive” and another “number is negative”:
e If Carry is there, add it to LSB

e Ifno carry, the result will be “-(1’s complement ofthe result)”
Both numbers are negative-

e Addcarry to LSB andresult will be “- (1’s complement of the result)”
» 2’s complement addition/subtraction
One number is “positive” and another “number is negative”:
e If Carry is there, discard it
e Ifno carry, the result will be “- (2’s complement of the result)”
Both numbers are negative-
e Discard carry and result will be “- (2°s complement of the result)”
» Half Adder- two bits are added.
Sum(S)=B® A
Carry(C)=B.A
» Full Adder- three bits are added together
S=Cin®B®A
C.=C,.B+A)+AB
» Half Subtractor - one bit subtracted from another.
D=B®A
B, =B.A
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> Full Subtractor - two bits are subtracted from one bit.

DifferencD)=B, ®B® A
Borrowout(B,) = (A+B).B, + AB
» Encoder

An “encoder” is a type of “combinational circuit” that produces the “binary equivalent” to the

“mput”. It has “2" input lines” and “n output lines”.

» Decoder
A “decoder” is a type of “combinational logic circuit that “decodes the binary information” on “n
lines” to “2" output lines”. It performs the “reverse operation” of an “encoder circuit”. It can be
represented as “n t0 2" or “n:2" decoder”.

» Multiplexer
The term “Multiplex” means “many to one”. It is a type of “combinational circuit” which has
“multiple input lines” and “one output line”. It is also known as “data selector” or MUX and
represented as “2":1 multiplexer”, where, “n is number of select lines”, “2" is number of input lines”
and “1 output line”.

» Demultiplexer

The term “Demultiplex” means “one to many”. It is a type of “combinational circuit” which has

“one input line” and “multiple output lines”. It is also known as “DEMUX” and represented as “1:2"
demultiplexer”, where, “n”is “number of select lines”, “2™" is “number of output lines” and “1-input
line”.

EXERCISES

Multiple Choice Questions
1.1 Binary addition of 110+010 is-

(a) 1001 (b)1000 (c)1100 (d)1010
1.2 Binary subtraction of 1111-0101 is-
(a) 1110 (b)1101 (c)1010 (d)1001

1.3 The result of (12)10+(8)10 is-
(a) 10110 (b)11101 (c)10111 (d)10100
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1.4 Which of the following represents Sum in half adder circuit, if A, B are the inputs-

(a) AB+(BA)’ (b) A’B+tB’A (c) A’B+BA (d) AB+ (A+B)’
1.5 How many “data select lines” are required for “8X1” multiplexer?
(a) 2 (b)3 (c)1 (d)4
1.6 A “full subtractor” can also be designed using-
(a) “two half subtractors” and one “AND” gate (b) one half subtractor and two OR gates
(c) “two half subtractors” and one “OR” gate (d) two half subtractors only
1.7 A “half adder” is a “combination” of-
(a) XOR, “OR gate” (b) OR, “AND gate” (c) XOR, “AND gate” (d) only XOR

1.8 A full adder has “three inputs” and how many “ outputs™?
(a) one (b) three (c) four (d) two

1.9 Ap “Two 4-bit R, A binary An humbers” AR
AB+ AB (1011 and AB+ AB 111%) AB+ AB are AB+A+B

applied to a “4-bit parallel adder”. The “carry input” is “1”. Which is correct “sum” and “carry
output”combination respectively?

(a) “0000”, “0” (b) “1 1 1 1”, “1”
(C) “101 179, “13’ (d) “1 10079’ “1”

1.10 A “full-adder” has a Cin = “0”. Fing the “sum” (S) and the “carry” (C) if AB=11?

(8 S=1,C=1 (b) S=1, C=0 (c) s=0, C=0 (d) s=0, C=1
1.11 Identify the following logic circuit-

A
I Z
L
B
(a) “OR gate” (b) “AND gate” (c) “XNOR gate” (d) “XOR gate”
1.12 The device that converts an inputs state into binary representation is known as-
(a) encoder (d) decoder (c) MUX (d) DEMUX

1.13 For 8-input encoder, the number of possible combinations is-
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(a)8 (b)4 (c) 2* (d) 2°

1.14 If a multiplexer has 16 input lines, then number of select lines will be-
(a) 3 (b)2 ()5 (d)4

1.15 “Which of the following” circuit is known as “parallel” to “series converter”-

(a) decoder (b) encoder (c) DEMUX (d) MUX

1.16 The number of select lines required for 1to 8 demultiplexer-

()4 (b) 2 (c)3 (d)5
1.17 A 1to 2 demultiplexer has AND gates and NOT gate-
@11 (b) 2,2 (c)3,1 (d)2,1

1.18 “Which of the following circuit” can be used to implement the function :
F (A, B, C)=Y.(m1,m2,ms,me)
(a) half adder (b) encoder (c) decoder (d)all
1.19 Identify the following circuit-

B3 Az B2 I: }I Il Bo Ao
Carry Carry Carry &

Full Cs3 Full C2 Full G Half in

Adder [€—1 Adder [ Adder [€ ] Adder [

= T

S3 S2 S1 So

(a) parallel adder (b) serial adder (c) full adder (d) encoder
1.20 A serial adder consists of shift registers and full adder-
(a) “2’ 1,7 (b) 461’ 2’7 (C) ‘62’ 2’? (d) “1’ l”

Answers of MCQs

1.1b 12 ¢ 13d 14b 1.5b 16¢c 1.7¢ 1.8d 19¢ 1.10d

1.11d |112a |1.13d |1.14d |1.15d |1.1d6¢ 1.17d | 1.18c 1.19a | 1.20a
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Short and Long Answer Type Questions

Category 1

1.1 Define combinational circuit and draw the block diagram.

1.2 Explain the rules of binary addition by taking an example.

1.3 Draw the truth table of half adder and write the logic expression of Sum and Carry.
1.4 How can we design Full adder using half adder? Draw the logic diagram.

1.5 Implement half adder using 2 to 4 decoder.

1.6 Implement half adder using multiplexer.

1.7 Implement the function F in the following circuit-

2x1 2x1
MUX MUX

e |
=
|

Category 2

1.1 Explain the operation of 4-bit parallel adder using suitable diagram.

1.2 Draw the truth table of 8 to 3 priority encoder and write the logic expression for outputs.
1.3 Design 4 to 16 decoder using 2 to 4 decoder.

1.4 Design a “4 to 2 priority encoder” with “priority” assigned to “higher order data input line”.

1.5 A “combinational circuit” is defined by F=)m(0,1,3,6,7). Draw hardware implementation of F
with a suitable “decoder” and external “OR” gate.

1.6 Implement F using “4 to 1 multiplexer” and “8 to 1 multiplexer”.
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“F(AB,C)=AB+ABC+ABC”
1.7 Design a “16 to 1 multiplexer” using (a) “4 to 1 multiplexer” (b) “2 to 1 multiplexer”

1.8 Design a “combinational number” which has “three inputs (A,B,C)” and “three outputs (X,Y,Z)”,
such that the “output” is “1’s complement” of “input number”.

1.9 Design a “combinational circuit” which a “three inputs” and “one output” such that the “output is
HIGH” if the “input” is “greater than or equal to four”.

1.10 Design a “logic diagram” of a “circuit for addition/subtraction” with a “control variable p”. The
circuit functions as “full adder” when “p=1" and as “full subtractor” with “p=07.

1.11 An “8 : 1 MUX” has “inputs A,B,C” connected to “select lines Sz, S1, So” respectively. The data

“mnputs DO to D7” are as follows: D1=D3=0; D0=D2=D4=D; D5=D6=D7=1. Determine the
“minimized Boolean expression” that the MUX implements.

Numerical Problems
1.1 Solve using “2’s complement”-

(a) (16)10-(12)10 (b) (20)10-(24)10
1.2 (a) Perform the addition 101101+110011

(b) Perform the subtraction 11011-1001

1.3 Solve using “1’s complement”-

(®) (12)10-(3)10 (b) (11)10-(18)10
1.4 Solve using “1’s complement”-

(a) -(8)10-(12)10 (b) -(9)10-(8)10
1.5 Solve using “2’s complement”-

() -(10110)2-(1111), (b) -(1010).-(010)
PRACTICAL

Experiments can be done in the lab using digital 1Cs.

-Experiments can be done on EDA Playground website using VERILOG language
(Login is required using email ID).https://www.edaplayground.com



https://www.edaplayground.com/
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-Experiments can be performed in virtual labs as well. Here QR code for Virtual labs
from IIT Bombay and IIT Kharagpur are provided respectively.

QR code for Virtual - QR code for Virtual -
Lab IIT Kharagpur Lab IIT Bombay

EXPERIMENT 3. “Implement Half Adder, Full Adder, Half Subtractor, Full subtractor
using ICs”.

Apparatus required-

Digital ICs- XOR -7486, AND- 7408, OR-7432, NOT-7404, NAND-7400. All ICs

internal details are given in Experiment 1.
Diagram and Truth Table
Half adder-Please refer to section 3.3.1.

It requires one XOR gate (7486) for sum and one AND gate (7408) for Carry output.
Sum = A XOR B; Carry = A AND B.

Alternatively “Half adder” can also be “implemented using NAND gate” (7400) only as
shown in below diagram. In one IC there are 4 NAND gates, therefore two 7400 Ics
are required to implement it.

Ei gy
HS A
2{}('

Full Adder — Please refer to section 3.3.2

It requires two half adders and one OR gate, fig. 3.7. Thus, it requires one XOR gate
(7486) for sum and one AND gate (7408) and OR gate (7432) ICs for Carry
output. Sum = (A XOR B) XOR Cin; Carry = (A AND B) OR ((A XOR B) AND Cin).
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Alternatively Full Adder can also be implemented using NAND gate (7400) ICs only as shown in
below diagram. Here 9 NAND gates or 3 NAND gate ICs 7400 are required to implement

the Full Adder.
X E—L XXORVY XORZ
Y 1 8 S

7

. (X XQR\)2)
@P (-‘
(X XOR V)2)+XY

X.vy

Half subtractor- Please refer to section 3.3.3.

It requires one XOR gate (7486) for Difference and one AND gate (7408) and one
NOT gate (7404) ICs for Borrow output. Diff = A XOR B; Borrow = (NOT A)
AND B, refer fig. 3.8.

Alternatively “Half subtractor” can also be “implemented using 5 NAND gates” (IC
7400) as shown here. In one IC there are 4 NAND gates, therefore two 7400 ICs are
required to implement it.

(B'.A)

A } (A'B+AB)
B B

Q{)

(A.BY

AB
5 e
Full subtractor- Please refer to section 3.3.4.

It requires “two half subtractors” and “one OR gate”, fig. 3.10. Thus, it requires one
XOR gate (7486) for difference and two NOT gates (7404), two AND gates (7408)
and one OR gate (7432) ICs for borrow (Bo).

Observations: Complete the truth table of each circuit by apply proper input pattern and
observing the outputs and verify its correctness.

Conclusion: ‘“Half adder”, “full adder”, ‘“half subtractor” and “full subtractor” functions
have been verified using digital ICs.

EXPERIMENT 4. “Implement parallel and serial full adder using ICs”.
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Apparatus required-
Digital 1Cs- 7483 is four bit binary parallel adder/subtractor IC. 7474- D flip flop IC,
7400-NAND gate ICs. The “pin diagram” of “7483 IC” is shown below-

B4 S4 C4 COGND Bl Al S1

5

16 Vee "
: B4 4

Ad
4 |15
. B3 5
. A3 53 B

IC 7483 b s h

8 52
m A2

Bi A J
10

Al
13

o

GND

A4 S3 A3 B3 Vcc S2 B2 A2

IC 7483 Pin Diagram

12

Procedure:

“Parallel Adder”- Please refer to section 3.3.5.

To perform four bit addition Pin 13 (Carry in) has to be grounded. Apply inputs A at pins
1,3,8,10 and B at pins 16,4,7,11 and observe the sum at pins 15,2,6,9 respectively and
carry output at pin 14. How four bit adder internal circuit is given in fig. 3.12.

Serial Adder- Please refer to section 3.3.6.

Serial Full adder can be performed using the following diagram.

- If it is 4- bit full adder then first reset the D flip flop (so that Carry in =0)

- Apply LSB of inputs A and B & Observe the output as LSB of sum

- Repeat the above step till MSB of inputs is reached.

- Carry out is the “output of D flip flop” and sum is the observations at “S output”.

a —— s
Full
adder Y y

b —

carry-out

Clock

Reset —-(r
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Here from the above diagram we can see that one- ‘1’ bit full adder along with one D flip flop is
required to implement serial adder.

Full adder circuit can be implemented as given in “EXPERIMENT 3” and to implement D flip
flop (D -FF) we need IC 7474 which has two D-FF in it as shown in below pin and internal
diagram.

7474
2

Ve CLR 2D 2CK 2PR 2Q 20
" 13 12 n w )

> CK
L CLR
CLR G "]

[ 10 1CK 1PR 10 13 GND
CLR
Observations: Complete the truth table by applying two or three sets of inputs and
observe the outputs to verify its correctness.
Conclusion: Parallel adder and serial adder functions have been verified using digital
ICs.

EXPERIMENT 5. “Design and development of Multiplexer and De-multiplexer
using digital ICs. Implement basic circuits using these ICs”.

Apparatus required-

Digital 1Cs- MUX I1C-74153, Decoder IC- 74139, other basic gates ICs.

Multiplexer-

Details of the multiplexers are presented in sec 3.6. Digital IC for MUX is 74153 which
has dual 4X1 MUX. Simple circuits like “Half Adder, Full Adder, Half Subtractor, Full
subtractor” are implemented using 74153. The procedure for the IC connections is listed
below-

Demultiplexer-

Demultiplexer is performed using 2X4 decoder IC 74139. IC 74139 is having dual
channel decoders. It has enable input as well. If The input is applied at enable inputs and
original inputs of decoders are used as selection lines then this gives us demultiplexer.
Since decoder gives us minterms, so its easy to implement any function using one extra
“OR gate”.

Procedure MUX-



oW e
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The Pin [16] is connected to + Vee.

Pin [8] is connected to ground.

The inputs are applied either to ‘A’ input or ‘B’ input.

If MUX ‘A’ has to be initialized, Ea is made low and if MUX ‘B’ has to be
initialized, E, is made low.

Based on the selection lines one of the inputs will be selected at the output
and thus the truth table is verified.

In case of half adder using MUX, sum and carry is obtained by applying a
constant inputs at loa, I1a, I 22, I 3a and T ob, I 15, I 2 and Isy and the
corresponding values of select lines are changed as per table and the
output is taken at Z0a as sum and Z0b as carry.

In this case, the channels A and B are kept at constant inputs according to
the table and the inputs A and B are varied. Making Ea and Eb zero and
the output is taken at Za, and Zb.

In full adder using MUX, the input is applied at Cn-1, An and Bn.
According to the table corresponding outputs are taken at Cn and Dn.

Implementation of functions using MUX IC 74153-

Half Adder Using 74153 — Half Subtractor: -

(U PN =y 0 14 Ea
B 1 oa vee HE— 8 joa vee B
2 na . LI P ; on
4oy 7 & a4l 7 &
3lgn 4 gz A 0 3l 4 42 A

1 1

9 154 5 5 sg 14 B D 15,5 5 5p 14 B
0] > . CHETH PR _
U e s S & 8
12 | o GhND |2 212 1o GND 2
13 1 138 813 {38
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Full Adder Using 74153- - Full Subtractor Using 74153- -
D oy —loEx
o 6lon veoltf B0 vee HE—
5
| 9 21114 7 @ I 2 1A o LD
‘ T laly 7 A i 7
7404 7404 4
3l 4 o2 S i
1 1
— 154 EB 5 S0 | 1480 JO EEB 5 g0 114 B
0 10 3 10 0B 3
1B 9 Cn g m
11 ZB 1 1 B
e 1B
L2 4ps oo E— D ml: a0
1 13 { o 134 138
Procedure DEMUX uisng 74139 (decoder IC)-
1. The inputs are applied to either ‘a’ input or b’ input
2. The demux is activated by making Ea low and Eb low.
3. The truth table is verified.
Implementation of functions using DEMUX IC 74139-
Half Adder Half Subtractor
0 21 . 16 Vec o B N 16 Ve
p %2 15 B S h15 B
Sla 3 14 Sb PELE! 14 b

7,
=

74139 74139

jé\é
e =
A
g
=
=]
=
|
£
= |®
o =
A
5 18

ﬁ»
P
=
’JQ
f=)
g
[=2

g
|

:

L
3
2
s

€
=
E
5
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Carry

740 Pp—

Full Adder-
No
L2
Al =
= ® 16 Ve
Caa Na 15 B
B Sla 3 14 Sb
Yoa 4 13 Sh
T413¢C
Sum Yia 5 12 Ylb
o g —— YA E | 11 Yib
Ya 7 10 YA
GDg g Y
Full Subtractor-
No
L
Al =
= ® 16 Ve
Cnl Na 5 15 B
B Sla 3 14 Slb
Yoa 4 13 Sb
741329
Difference Yia 5 12 Y
:Q
—_— 7420 1 Yoa o] ﬂ
Yia 7 10 YD
GNDg g Yb

Borrow

7420 P—
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Observations: Complete the “truth table” of each circuit by applying proper input pattern
and observing the outputs and verify its correctness refer sec 3.3 for “truth table”

verification.

Conclusion: “Half adder, full adder, half subtractor and full subtractor” functions have
been verified using digital 1Cs of MUX 74153 and DCODER (for DEMUX)-741309.

Verilog Experiments using online/offline software

Important links- Yosys Open SYnthesis Suite :: Links (yosyshg.net)

Procedure-

w ™ E Y Y

a. Synthesis

“Yosys 0.9.0” -> tick

Create your login at https//www.edaplayground.com/ and login.
Choose SystemVerilog/Verilog from Language option given left side.
Choose Tools & Simulators

on ‘“‘Show diagram after  run”

Visit Yosys Open SYnthesis Suite :: About (yosysha.net) for more help.

b. Simulation-“Icarus Verilog 0.9.7” ->tick on “Open EPWave after run”

4. Left side is

testbench
“Sdumpfile(""dump.ved");

space- type code

testbench <module-name>.sv
5. Right side is for RTL code- type “Verilog code for module”, save with <module-

name>.sv

6. Remove the errors if any. Run and see the results.

» Code-Half Adder using Verilog

Data Flow modelling
module halfadder(a, b,
S, €);

input a;

input b;

output wire s;
output wire c;

assign {c,s}=atb;

endmodule

Gate level Modeling
module halfadder(a, b,
s, C);

input a;

input b;

output s;

output ¢;

xor x1(s.a.b);
and al(c,a.b);

endmodule

here  for
$dumpvars(1);” after “initial begin”.

testbench  add
Save with

Testbench for Half adder

module halfadder test();
reg a.b;
Wwire 8,C;
halfadder hl(a.b.s.c):
initial begin

a=1'bl; b=1'b1;
#20 a=1'bl; b=1'D0;
#20 a=1'b0; b=1'b1;
#20 a=1'b0; b=1'D0;
end
endmodule



https://yosyshq.net/yosys/links.html
https://www.edaplayground.com/
https://yosyshq.net/yosys/

Full Adder using Verilog

Data Flow
Modeling

module full adder

(carry,sum.x.y,z);

input x,y.z;

output

wire carry,sum;

assign {carry.sum

}=x +y+z:

endmodule

Gate level modeling
module full adder(carry,s
um.A . B.Cin);

input A.B.Cin;

output carry,sum;

wire sl.cl.,c2;

xor x1(s1.A.B);

and al(cl.A.B):

xor x2(sum,s1,Cin);

and a2(c2.s1,Cin);

or ol(carry,cl.c2);
endmodule
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Testbench Full Adder
module full adder test():
reg x.y.z;

wire carry.sum;

initial begin

x=1'b0; y=1'b0; z=1'bO;
#20 x=1'b0; y=1'b0; z=1'b
1z

#20x=1'b0; y=1'bl; z=1'b
0:

#20x=1D0; y

=1'bl; z=1'bl;

end
endmodule

Any one among three modelling styles can be used to make the design. Testbench is used
to see the waveform. For more details about Verilog you may visit the below
webpage. Similarly other circuits can be created using Verilog.

Reference- https://www.asic-world.com/verilog/ve ritut. html

KNOW MORE

Combinational logic circuits are basic building blocks of all digital processors. Encoder
are used to encode information so that it can be processed by digital processor while
decoders are used to decode that information so that it can be received by the
receiver in original format. For example mike encoded voice while before it goes to
speaker it is decoded. Communication systems use multiplexers to accommodate
more phone users in one channel while demultiplexers do the reverse at the
receiving end.

REFERENCES AND SUGGESTED READINGS
1. M. Morris Mano and Michael Ciletti, “Digital Design”, 5™ edition, Pearson.

2. Digital Electronic Circuits - Course (nptel.ac.in)
Dynamic QR Code for Further Reading
-QR codes are embedded in the chapter



https://www.asic-world.com/verilog/veritut.html
https://onlinecourses.nptel.ac.in/noc21_ee10/preview

4 Sequential Logic Circuits

UNIT SPECIFICS

Through thisunit we have discussed the following aspects:

Level-Triggered and Edge-Triggered Flip Flops (FFs)
FF Timing Parameters,

Master—Slave FFs

FF Applications

Counters

Registers

The practical applications of the topics are discussed for generating further curiosity and
creativity as well as improving problem solving capacity.

Besides giving a large number of multiple-choice questions as well as questions of short and
long answer types marked in two categories following lower and higher order of Bloom’s
taxonomy, assignments through a number of numerical problems, a list of references and
suggested readings are given in the unit so that one can go through them for practice. It is
important to note that for getting more information on varioustopics of interest some QR codes
have been provided in different sections which can be scanned for relevant supportive knowledge.

After the related practical, based on the content, there is a Know More section. This section has
been carefully designed so that the supplementary information provided in this part becomes
beneficial for the users of the book. This section mainly highlights the initial activity, examples of
some interesting facts, analogy, history of the development of the subject focusing the salient
observations and finding, timelines starting from the development of the concerned topics up to
the recent time, applications of the subject matter for our day-to-day real life or/and industrial
applications on variety of aspects, case study related to environmental, sustainability, social and
ethical issues whichever applicable, and finally inquisitiveness and curiosity topics of the unit.

RATIONALE

This fundamental unit on Sequential Logic Circuits helps students to get a primary idea about the
Level-Triggered and Edge-Triggered FFs, FFs — SR, J-K, T, D Flip Flop, J-K-Master Slave,
FF Timing Parameters, R-S FF with Active LOW Inputs, R-S FF with Active HIGH Inputs,,
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Clocked R-S FF, J-K FF with PRESET and CLEAR Inputs, Master-Slave FFs, FF
Applications, Triggering Counters — 4 bit Up Down Counters, Asynchronous/ Ripple Counter,
Decade Counter-Mod 3 Counter, Mod 7 Counter, Johnson Counter, Ring Counter, Registers
— 4-bit Shift Register: Serial In Serial Out, Serial in Parallel Out, Parallel In Serial Out,
Parallel In Parallel Out.

As the scope of digital electronics extend to domains such as healthcare, software, automation,
digital banking and many more, various combination of logic gates are utilized to represent
logic signal, known as sequential logic circuits. These are important part of digital electronics
that are used in wide variety of applications.

PRE-REQUISITES
Unit1, Unit I, Unit 11,

UNIT OUTCOMES

List of outcomes of this unit is as follows:

U4-O1: Describe Level-Triggered and Edge-Triggered FFs
U4-02: Learn the working of Master—Slave FF

U4-03: Describe FF Applications

U4-04: Learn the operation of Up and Down Counters
U4-05: Designingthe Seriesand Parallel Shift Registers

EXPECTED MAPPING WITH COURSE OUTCOMES
Unit-4 Outcomes (1- Weak Correlation; 2- Medium correlation; 3- Strong Correlation)
CO-1 CO-2 CO-3 CO-4 CO-5 CO-6
U4-01 - 2 2 3 1 =
U4-02 - 2 2 3 1 -
U4-03 - 2 2 3 1 -
U4-04 - 2 2 3 1 =
U4-05 - 2 2 3 1 =

“Failure is the opportunity to learning again more intelligently.”
-Henry Ford



4.1 INTRODUCTION

Input variables (X), computation circuit (logic gates), and output variables make up the
sequential circuit as shown in Fig. 4.1. A sequential circuit generates an output based on
both the primary input and previous output variables, as opposed to a combinational
circuit which generates an output based only on the present input variables. Thus,
memory components that can store binary information are present in sequential circuits.
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Inputs —————p

—) Combinational

———Outputs

Circuit

Memory |
Elements

Fig.4.1: Block Diagram for Sequential logic circuit.

4.1.1 Combinational versus Sequential logic circuits

2)

3)

4)

5)

Combinational Circuits

The outputs of the combinational
circuit depend only on the present

inputs.

The feedback path is not present in the

combinational circuit.

In  combinational circuits, memory

elements are not required.

The clock signal is not required for

combinational circuits.

The combinational circuit is simple to

design.

Sequential Circuits

The outputs of the sequential circuits depend on
both present inputs and present state(previous

output).

The feedback path is present in the sequential

circuits.

In the sequential circuit, memory elements play

an important role and require.

The clock signal is required for sequential

circuits.

It is not simple to design a sequential circuit.
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4.2 Flip Flop

An example of a sequential circuit is a flip flop (FF) which normally takes its inputs and
updates its results only at active edge of the clock. Latch is a level trigger sequential
circutt. If in a FF triggering is done at active levels of clock, it is known as latch.
Sometimes latch is also called level trigger FF.

In FFs, truth table is also called as characteristic table and Boolean equation of a FF is
called as characteristic equation. FFs have state table and state diagrams to represent
how the state transition is taking place depending on input combinations and current
states. State excitation table or present state-next state table is used to design any
sequential synchronous circuit using FF or converting one FF to work as other FF.

4.2.1 S-R Flip-flop

Fundamentally, an S-R latch that uses NAND gates and an extra enable input. It also is
referred to as level-triggered SR-FF. In essence, if E = 1, this circuit will function as an
S-R latch; but, if E =0, the output remains unchanged.

R and S in this context refer to RESET and SET, respectively. The output (Q) changes
from a 1 state when it is SET to a O state when it is RESET. At all times, the Q output is
the complement of the Q’ output. If for any input Q and Q’are not complements of each
other such state is known as invalid state.

4.2.1.1S-R latch with Active LOW Inputs

A)g
: o ®
—Q S aol——
RS
FF
2 a —9gr al— Scan for Flip Flops
H

Fig. 4.2: S-R latch (A) Circuit diagram and (B) Block Diagram with Active LOW Inputs

Cross-coupling connects the two NAND gates. In other words, one of NAND 2's inputs
receives the output of ‘NANDI’ while the opposite is true of ‘NAND2's’ input. The ‘S’
and ‘R’ mputs are the final NANDI and NAND2 mputs. Both Q and Q’ outputs come
from NANDs 1 and 2, Fig 4.2. Fig. 4.2 also shows the logic diagram and block diagram
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for Active LOW Inputs SR latch, Table 4.1(a) presents the Truth Table for S-R latch with
Active LOW Inputs. Here S is used to SET and R is used to RESET the output Q. For
active LOW S=0 is used to SET —Q=1, while R=0 is used to RESET- Q=0. Since S and
R can’t be active together therefore S=R=0 entry is prohibited for active LOW
input S-R latch.

Table 4.1: Truth Table of S-R latch with Active LOW and Active HIGH

a) Active LOW b) Active HIGH
S R Q Q Comments S R Q Q Comments
0 0 X X Invalid 0 0 Q Q No Change
0 1 1 0 Set 0 1 0 1 Reset
1 0 0 1 Reset 1 0 1 0 Set
1 1 Q Q No Change 1 1 X X Invalid

4.2.1.2 S-R latch with Active High Inputs

A
@5 e -
RS
FF
e ¢
©) ®)

State of uncertainty

State of uncertainty S

Fig. 4.3: S-R FF (A) Circuit diagram using NANDs (B) Block Diagram (C) state diagram (D) Circuit diagram using
NORs with Active High Inputs
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Since the S -SET and R -RESET inputs of an S-R latch can’t be active simultaneously,
therefore, entry R = S = 1 would be prohibited for active HIGH inputs. Table 4.1(b)
presents the Truth Table for active HIGH S-R latch. Fig. 4.2 represents (A) NAND
implementation logic diagram, (B) Block Diagram (C) State diagram and (D) NOR
implementation logic diagram for active HIGH S-R latch. Here it can be noted the NOR
based latch has interchanged S-R input terminals. S-R latch has two output states 0 and 1
as shown in state diagram here. If S=0 and state is Q= 0, it remains the same irrespective
of R input. While S=1 makes a transition from state Q= 0 to 1 and the reverse is made by
R= 1. Characteristic equation for S-R latch using k-map is given as —

Q=S+R’q or Q(t+1) = S+R’Q(1) SR
Where g or Q(t) is present state and Q or Q(t+1) is next st g\ 00 01 11 10
o [[o [[[x[[1 ||

4.2.1.3 Clocked S-R latch or Level trigger FF 0

Table 4.2 : Truth Table of Clocked S-R FF 1 II 0 X |1
with active HIGH inputs

S R Clk Qunl
0 0 0 Q. —s S —
0 0 1
O —Ck FF
0 1 0 Qn
0 1 1 0 — R o —
1 0 0 Qu
1 0 1 1 _ .
Fig. 4.4: Block Diagram of Clocked S-R FF with
1 1 0 Qu active HIGH inputs
1 1 1 Invalid

Active HIGH S-R latch with clock HIGH triggering - A clock pulse is the single
event that causes the outputs of an R-S FF/latch to alter states in accordance with the
inputs. A level-triggered FF master slave can be used for an edge-triggered FF. Fig. 4.4
represents the block diagram of a Clocked S-R latch with active HIGH inputs. An active
HIGH level trigger FF/latch with clocking is shown in Fig. 4.5 using NAND gates
implementation. Here the latch works if Clock is HIGH. Since it is active HIGH latch, so
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S=R= 1 is invalid state but as presented in Table 4.2, S=R=1 entry is not valid only iff

Clock=1.
S 1 Q
Clk

Fig. 4.5: Circuit diagram of SR level triggered FF/latch with active HIGH inputs.

Clk ———»

Fig. 4.6: Circuit diagram of SR level triggered FF/latch with active LOW inputs.

Table 4.3: Truth Table of SR level triggered latch
with active LOW inputs

S R Clk Qo1

—F—-S5 QF—
0 0 0 Q.
0 0 1 Invalid

— Clk FF
0 1 0 Q.
0 1 1 1 ——— O R Q——-
1 0 0 Q.
1 0 1 0 ) )

Fg. 4.7: Block Diagram of Clocked S-R

1 1 0 Qu FF with active LOW inputs
1 1 1 Qa
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Active LOW S-R latch with clock HIGH triggering- The logic and block diagram are
represented in Fig. 4.6 and Fig. 4.7 respectively. The truth table for this latch is presented
in Table 4.3, it can be noted here that S=R=0 entry is not valid only iff Clock=1 for
active low S-R latch.

4.2.3 Level-Triggered and Edge-Triggered FF

When the clock pulse level is active (HIGH or LOW), the output of a level-triggered
FF/latch reacts to the information present at the inputs. In other words, any modifications
made to the input while the clock is running (active level -HIGH or LOW ) are mirrored
in the output in accordance with its function table. In an edge-triggered FF, the output
only reacts to data at the inputs on the clock signal's active edge (change from LOW to
HIGH or —HIGH to LOW). The FF is referred to as positive edge activated in one case
(change from- LOW to HIGH ) and negative edge triggered in the other (change from-
HIGH to LOW).

4.2.4 J-K FF -Positive clock edge triggered

In this subsection J-K FF active HIGH is discussed. Of all FF designs, the JK FF is the
most popular and is regarded as a universal FF circuit. The JK FF is simply a gated SR
FF designed such that it avoids the invalid output state that can happen when both inputs
S and R are equal to logic level 1. A JK FF can accept four different input combinations
to give outputs: logic 1, logic 0, no change, and toggle.

Clk

Clk—> Fr

Fig. 4.8: Circuit diagram and Block Diagram of J-K FF

Block diagram and circuit diagram for positive edge triggered J-K FF is presented in Fig.
4.8. Truth Table for J-K FF is presented in Table 4.4. Here E —is enabling clock input.
For positive level trigger latch E =1 while for edge triggered E is the active edge of the
clock signal.
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Race around condition- In J-K FF, it is very hard to achieve rising or falling edge. But if
we make it level triggered as shown in Table 4.4, it is very hard to control the toggling of
the output Q for a wider pulse width of clock signal and with J=K= 1 input set. This
condition with active level of clock and J=K= 1 makes output to change continuously (
toggle ) for wider clock width. This condition is known as race around condition for J-K
level trigger latch. This condition makes the J-K latch less reliable for use since the
output is depending on how much it toggles depending on pulse width of the clock.

Table 4.4 : Truth Table of J-KFF

JK
QN 00 01 11 10
INPUTS OUTPUTS COMMENTS

ol 0 o1 1)
E J K Q Q@
JLI o | o Q Q | NOCHANGE oo ||GT
[ 1
- -1 0 1 E 1 LIEEN Characteristicequation forJ-K- FF:
[ 1 0 1 0 SET Q=Jq +K’q
L | | Q Q TOGGLE

To avoid this race around condition in JK-latch, one solution is use of J-K edge triggered
FF. But to generate active edge is really tough task. So this edge triggering can be
achieved by Master Slave J-K FF. This will give solution to the race around condition
and is actual JK- level triggered implementation separately for master and slave.

4.2.5 Master-Slave J-K FF

Two J-K latches are used to build a master-slave FF as presented in Fig. 4.9. The master
latch is the first one while the slave latch is the second one. The clock for the master latch
is HIGH level trigger while for slave latch it is LOW level trigger. The master latch is
turned ON while the slave latch is OFF when there is a HIGH clock pulse. The master
latch may thus change states but the slave latch is unable to do so since the active clock
level for master is not the active clock level for the slave. The master latch is deactivated
for LOW clock signal while the slave latch is enabled. Therefore, the slave J-K latch
changes state as per the logic states’ at its J-K inputs for LOW clock. As a result, the
slave latch receives the contents of the master latch which is now deactivated (master)
and may accept new inputs without changing the output.

Here, it must be noted that the master latch can accept all four input combinations but the
slave needs to follow master’s outputs, so only two combinations J=0, K=1 and J=1, K=0
are available as the mnputs to the slave latch, which are Q and Q’ —complement to each
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other for master latch. Therefore, the output of the slave will not keep on toggling
whatever the width of the clock pulse can be. Another point to be noted is for slave J=0,
K=1 gives Q=0 and J=1, K=0 gives Q=1 which were actually the outputs of the master
latch at the falling edge of the clock. Since the outputs of second latch are the same as the
first one (master latch), so the second latch is called as slave latch.To make a positive
edge triggered J-K FF, one can apply CIk’ to the master J-K latch and Clk to the slave J-
K latch.

Master Slave
Clk FE Clk FF
K Q K Qf—
NS,
L

Fig. 4.9: Circuit diagram of J-K M aster-Slave FF

4.2.6 Delay Flip Flop / D-FF

Delay FF, often known as D FF, is a basic gated S-R latch in which the S-R inputs are
coupled to an inverter (NOT) gate. It just has one input D. After some time, the input data
starts to emerge at the output. It is known as a delay FF because of the data delays from
the input to output but does not change.

R R e
e 1 0 , N
|- ———p Q—

Outputs
j Inputs Outputs
| C— Y y n |
‘ 2 CLK P T

§
D
r

jo]

§ .

Fig. 4.10: Circuit diagram and Block Diagram for D FF

Due to the NOT gate, S and R will be the complements of one another as shown in Fig.
4.10. Therefore, neither S = R = 0 nor S = R = 1 will ever be an input condition, thus
invalid state is avoided.
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Table 4.5: Truth Table for D FF Table 4.6: Truth Table of T FF
INPUTS QUTPUTS COMMENTS INPUTS QUTPUTS COMMENTS
E D Q Q E D Q Q
1 0 0 1 RESET 1 0 Q Q| NO CHANGE
1 1 1 0 SET L L Q Q TOGGLE

Thus the outputs will be just SET and RESET according D=1 or O respectively, as shown
in Table 4.5. Characteristic equation for D-FF can be represented as -
Q=Dor Q(t+1) =D.

4.2.7 Toggle Flip Flop / T FF

Toggle FF is a JK FF with the J and K input terminals permanently tied together to make
a single input. According to the Block Diagram shown in Fig. 4.11, it only has input
symbolised by the letter T. The Block Diagram displays the symbol for a positive edge
triggered T-FF. Since as the input is T=1 output Toggles as shown in Table 4.6, therefore,
it is known as Toggle or T-FF. It has only two types of outputs either NO change in the
output corresponding to T=0 or Toggle the output if T= 1 as shown in Table 4.6.
Characteristic equation for T-FF can be written as XOR of T and q: - Q=Tq’ +Tq.

Firs—s—a Q—’\l [=] 7 [u]

Inputs <CLK —T—E J> Outputs E

—K o

Fig. 4.11: Block Diagram of T (Toggle) FF

4.3 FF Timing Parameters
4.3.1 Set-Up Time and Hold Time

The set-up time is the least amount of time before the active clock transition for
which the inputs must be steady (constant or no change) in order for the FF output
to react correctly. It is denoted by tsu (min). The least amount of time that the
inputs must remain stable after the active clock edge in order to make the FF
function correctly is known as the hold time - tng(min). Both set up time and hold
time are explained in Fig. 4.12.
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Lty

[

r

C

D changing i

i D changing

Fig. 4.12: Set-up time and hold time for a D- FF

Q -Output

Fig. 4.13: Propagation delay
4.3.2 Propagation Delay

From the moment the signal is applied (active edge of the clock makes the input
to activate the FF) until the output undergoes the desired change, there is always a
delay known as the propagation delay. The propagation delays for both the
HIGH-to-LOW (o) and the LOW-to-HIGH (tpLH) output transitions are
typically specified in the FF data sheet. Propagation delays are explained in Fig.
4.13. Here the signals are having some rise time and fall time, so 50% value of the
signal (Vad/2) is taken to calculate propagation delays.

4.3.3 Clock Timing Parameters

The minimum time periods for which the clock signal should remain HIGH and
LOW are, respectively, the clock pulse HIGH time tw(H) and clock pulse LOW
time, tw(L). Failure to comply with these standards might result in inaccurate
triggering. Here the signals are having some rise time and fall time, so 50% value of
the clock signal (Vada/2) is taken to calculate Clock pulse times as shown in Fig.
4.14.
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Clock Signal

Rise time, fr
‘ se time, br Fall Time, tf

CIk cycle

— ty (H) —=— tw () —

Fig. 4.14: Clock pulse HIGH and LOW, rise and fall times

PRESET
or

CLEAR

— tw —

Fig. 4.15: Asynchronous input active pulse width
4.3.3.1 Clock Transition Times

Manufacturers give the maximum rise time (tr) and fall time (tr) that must pass for
the output to react as intended. The FF may operate strangely or maybe not at all
if these transition times are violated. These are represented in Fig. 4.14. There are
different theories to calculate rise and fall times. Some calculate it from 0% to
100% (novice), experts calculate it from 10% to 90% and at low technology node
it is calculated from 20% to 80% of V.

4.3.3.2 Maximum Clock Frequency

The maximum frequency that may be applied to the clock input
(frequency=1/Time period) is given by manufacturer. There is no assurance that
the device will function properly and if frequency exceeds this amount.

4.3.3.3 Asynchronous Input Active Pulse Width

This is the least amount of time that the asynchronous input (PRESET or
CLEAR) must remain active for the output to respond correctly, which is often
LOW as presented in Fig. 4.15. PRESET and CLEAR are inputs for FFs which
are active LOW. PRESENT is used to SET Q = 1 while CLEAR is used to set
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Q=0. Since both of these signals don’t work with Clock synchronisation, therefore
these are called Asynchronous Inputs.

4.4 Digital Counters

A counter is a sequential circuit. It is a type of digital circuit which is used to count
pulses. The most widespread use of FFs is on counters. With a clock signal applied, it is a
cluster of FFs. There are two types of counters -

i.  Ripple/Asynchronous counters

iil.  Synchronous counters

4.4.1 Ripple/Asynchronous counters. Digital Counters

A cascaded configuration of FFs, known as a ripple counter, is the one in which the
output of one FF drives the clock input of the one after it (Rippling the clock input ). The
modulus of the counter is a parameter that determines how many different logic states the
cascaded arrangement passes through before repeating the sequence, determines how
many FFs are present.

An asynchronous counter or serial counter are other names for a ripple counter in which
the initiall FF  has clock input signal externally applied and all others are having a
rippling clock obtained from previous FF’s output. For instance, the output of the 1t FF
serves as the clock input for the 2"d FF, the output of the 2"d FF feeds the third FF clock
input, and so on. In Fig. 4.16, 3-bit up counter is presented using T-FF. Here Qo is LSB
while Q2 is MSB. This counter can be converted to 3-bit down counter using active edge
as positive edge of the clock. Fig. 4.17 presents the waveform and state diagram a 3- bit
up-counter. This can also be implemented using D FFs by applying Q’ mput to every D
input of the same FF instead of T-FF used in below circuit.

1
Qo - Ql I ) Q2 p—
FFO FF1 FF2
CLK |
Clock Pulse CLK CLK
Clear | | ]

Fig. 4.16: Block Diagram of 3-Bit Ripple Up Counter using T-FFs
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@Y Y TY Yy S (B) @9—@
Qo 0 {: 01 ? Ol @ @
Q19 0' ;ﬂ

1 4

Q2 0 0 \I
Q:Q1 Q0000 001‘ 010 011 C

Fig. 4.17: (A) Wave diagram and (B) state diagram for 3-bit up counter
Synchronous Counter

[y

All of the FFs of a synchronous counter are using same clock signal, sometimes

44.2.

referred to as a parallel counter. No matter how many FFs were used to build the
counter, the delay in this situation is simply the propagation delay of one FF. In
other words, the delay does not rely on how big the counter is.

1 Procedure for Designing Synchronous Sequential Circuits

The procedure for designing synchronous sequential circuits can be summarized as follows:

1.

44.2.

From the word description and specifications of the desired operation, derive a state diagram
for the circuit.

Reduce the number of states if necessary.

Assign binary values to the states.

Obtain the binary-coded state table.

Choose the type of flip-flops to be used.

Derive the simplified flip-flop input equations and output equations.
Draw the logic diagram.

Synchronous counters can be designed using the above procedure. This will be discussed in
the following subsections with example.

2 Modulus of a Counter

The number of various logic states that a counter passes through before returning to the
beginning state and starting the count sequence again is known as the modulus (MOD
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number) of the counter. The modulus of an n-bit counter is the number of states it counts
through without skipping any. As we can see, such counters have a modulus that is a
power of two that is integral, i.e. 2, 4, 8, 16, and so on. To reach a modulus of less than
2", these can be changed with the use of further combinational logic. Find the lowest
integer m that is both equal to or larger than the desired modulus and also equal to the
number of FFs needed to construct a counter with a specified modulus.

4.4.3 Modulo 3 (MOD-3) counter

Since 21<3< 22, therefore, minimum two FFs will be required to design MOD-3 counter
and three FFs are required using one hot encoding. Assume that the counter counts three
states 00, 01, and 10, the forth state 11 is not valid. The state diagram and state excitation
table for MOD-3 counter is presented here in Fig. 4.18.

Synchronous counter- In this type counter, all FFs will use the same clock. The
procedure to design any sequential circuit is presented in section 4.4.2.1. Table 4.7
presents the state excitation table for all FFs which will be used to create state excitation
table for the sequential circuits.

Table 4.7 State excitation table for FFs

S-R FF Excitation Table D-FF Excitation Table
Q(t+1) QB |S|R Qt+l) | Q) |D
0 0 0| X 0 0 0

0 1 1|0 0 1 1

1 0 0|1 1 0 0

1 1 X|o0 1 1 1
JK-FF Excitation Table T-FF Excitation Table
Q(t+1) QB |J | K Qt+1) | Q) | T
0 0 0| X 0 0 0

0 1 1 X 0 1 1

1 0 X1 1 0 1

1 1 X|0 1 1 0

For MOD-3 counter, the state diagram, relation between states A, B, C excitation table
and Boolean equations derived are in Fig. 4.18. Here we have assigned states A = 00, B=
01, C= 10. We have chosen minimum bits encoding to implement the counter, other
way is one hot encoding in which as many bits as the number of states are required and
only one bit is HIGH at a time. Here g1 is MSB and qo is LSB for present states and Q1Qo
are for next states.
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(b)
Present | Next
State State
A B
B C
C A
(¢) . .
(d) Boolean equations for FF inputs
gresent glext Input to FFs can be written using state
tate tate . . excitation table-
(Q1QO) (Q 1Q0) Usi ng Usi ng JK
D1Do Di=qpo; Do=01’qo’ ;
JiK JoK
oA 2 Ji=tp; Ki=1;
00 01 01 0X 1X Jo=q’; Ko=1;
01 10 10 1X X1 These e>_<pressions can be obtained
using k-map.
10 00 00 X1 0X

Fig. 4.18: (a) State diagram, (b) Present state Next state relation and (c) state excitation table (d) Boolean equation for
FF inputs for MOD-3 counter.
Qll Q

(B)
|— bt o1 J

l’rl\. Qo0

@) I_m QIJ 5

Qr J N 1

Y |_T ] 0 r?

Clock
D

E.
&
=
-1

Fig. 4.19: Mod-3 counter (A) using D-FF, (B) using J-K FF.
4.4.3 Modulo 7 (MOD-7) counter

Since 22<7< 28, therefore, minimum three FFs will be required to design MOD-7 counter
and 7 FFs are required for one hot encoding. Assume that the counter counts seven states
from 000, to 110 states, the state 111 is not valid.
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Asynchronous Design- This can be designed simply by using asynchronous up-counter.
As soon as the counter reaches to the highest state ( 110 - in this case), the combination
(110) can be applied to RESET or clear input which will bring it back to 000 state, as
shown in Fig. 4.20.

Qo M Q1 Q2 =

FFO FF1 FF2

CLK QO' s 'a
Clock Pulse Q — CLK CLK

Clear | | | i

Fig. 4.20: Asynchronous MOD-7 counter

Note- If instead the states used are not continuous then we have to design either using
synchronous counter using the given procedure or asynchronous counter with care
to skip the intermediate invalid states. For example here instead of 111, assume 101
state is invalid. In this case asynchronous counter can be designed using PRESET
and clear. As soon as counter reaches to 100, PRESET the Q2Q1 while CLEAR the
Qo to skip 101 and get 110 state in up-counter.

Locked state: if a sequential circuit once entered in invalid state remain in invalid states
only, it is known as locked state. This has to be avoided while using don’t cares for
invalid states. It is explained in example 4.2.

4.4.5 Ring counter

A ring counter is a shift register with each FF's output coupled to its subsequent input,
forming a ring. When n FFs are utilised, a single bit pattern is typically cycled to
cause the state to repeat every n clock cycles. It is initially configured using
PRESET and CLEAR inputs so that just one of its FFs is in state 1, while the rest
are in state 0. Ring counter uses one hot encoding; therefore, the number of FFs will
be equal to the number of states in the counter. Fig. 4.21 presents logic diagram and
truth table for Ring counter. Here FFO is PRESET to 1 at the starting and all others
are CLEARed to 0 using ORI input signal, so starting state is 1000.
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PRli

o, Qtt—>{p: a—>|o, @D, Q State | Q0 | Q1 | Q2 | Q3
A 01070
FF-0 FF-1 FF-2 FF-3 B 0 010
glr C'Ir Clr c 0 0 0
D [0 |00
Clk
ORI

Fig. 4.21: Block Diagram and Truth Table of 4-Bit Ring Counter

4.4.6 Johnson Counter

A modified ring counter is known as a Johnson counter inverts the output of the last
step before feeding it back into the initial flop. The register repeatedly cycles
through a series of bit patterns that is twice as long as the shift register's length in
counter. It may be found in digital-to-analog converters rather frequently. Fig. 4.22
presents logic diagram and truth table for Johnson counter. At starting every FF is
CLEARed to 0, so starting state is 0000. In this 4-bit Johnson counter the length is 4
and different states are 8.

State |Q1 | Q2 | Q3 |04
000

-

— D @—D: Qr—D; QD Q—

w
w

CP

- | | ™| Hg o=
I—2 I — R — A
SRR N I )
=2 T T i I —
E—T I I T I — R — O — I —

Fig. 4.22: Block Diagram and Truth Table of 4-Bit Johnson Counter
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Qa Qs Qc Qo State | QA | QB QC/ QD

Loge™T" ‘ ‘ § +10 o |[o]o oo
1 0 0 0 1

] 0 1] 1 ]

O T D G O T O O Y D O O Y 3 lololili
—I— CLK CLK CLK CLK 4 0 1 0 0
5 0 1 0 1

SHHnE
| 8 |1]o0l0o0

9 1 0 0 1

Fig. 4.23: Block Diagram and Truth Table of Decade Counter

4.4.7 Decade (mod-10) Counter

The fundamental decade counter is an electrical circuit having an input signal and a 4-bit
binary output (called a clock). The outputs increase in value with each clock pulse and
CLEARed to 0000 when the output reaches 1001 and a new clock pulse is received. To
mention a few uses for decade counters, there are clock circuits, frequency dividers, state
machines, and sequencers. The logic diagram and truth table for decade counter are
shown in Fig. 4.23. Here it is designed using asynchronous ripple counter. The same can
also be designed using synchronous procedure listed in section 4.2.2.1.

Complete timing diagram for the circuit shown here.

¥

Clock "
Qo Q

Vin Vs

Ci
Clock —> >—{> .
K B
Q

Tol
[=
Tol

Solution:
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Design a counter with T FFs that goes through the following binary repeated sequence: 0, 1, 3, 7, 6, 4. Show that
when binary states 010 and 101 are considered as don’t care conditions, the counter may not operate properly.
Find a way to correct the design

Solution:
Present State Next State Flip-Flop Inputs
A B C A B C Ta Ts Tc
0 0 0 0 0 1 0 0 1
0 0 1 0 1 1 0 1 0
0 l 0 X X X X X X
0 1 1 1 1 1 1 0 0
l 0 0 0 0 0 l 0 0
l 0 1 X X X X X X
l l 0 1 0 0 0 1 0
l l l 1 1 0 0 0 1
T,= A®B; Ty = B&C
B
Te= AC+A'C!
ABC1 00 | 01 | 11

10
ODOO% .

AI o Q_) Not self-correcting

This design leads an auto locked condition, so we should avoid it.
To correct the design, assume that the next state of 010is XXO0:
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ABC1 00101 1110 Te= AC+ABC’

0 (Djo 0]o0 o~
AlllL] 0 |G [D]o

self-correcting

In this case the counter entered in unwanted states comes back to a valid state. So this design we should
consider.

Show that a BCD ripple counter can be constructed using a 4-bit binary ripple counter with
asynchronous clear and a NAND gate that detects the occurrence of count 1010

Solution: As soon as the state 1010 is reached, without waiting for the clock it CLEARSs the counter to
state 0000 with asynchronous CLEAR input given to all FFs simultaneously.

= AO

4 — bir n
Ripple Counter !
Al

A3

TD—Q Asynch. Clear

FFs are 1 bit memory cell that may be used to store digital information. Using a bunch of
FFs the storage capacity in terms of bits can bit increased. A Register is a collection of
FFs. An n-bit word can be stored in the n-bit register, which is made up of n FFs.

From one FF to the next, binary data in a register may be transferred. Shift registers are
the registers that permit such data transfers. A shift register can be used in one of four
ways:

4.5 Registers
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*  Serial Input Serial Output
e  Serial Input Parallel Output

e  Parallel Input Serial Output

¢  Parallel Input Parallel Output
Shift Registers

4.5.1 Serial Input Serial Output (SISO)

In SISO shift register, data is serially shifted either left side (Left Shift Register) or right
side (Right Shift Register). Let's assume that all of the FFs start in the RESET state,
which is Qn = .... = Q2 = Q1 = 0. If the n-bit binary number 1....11 is to be entered into
the register, the LSB bit should be applied to the Din bit followed by every higher order
bit in every next clock cycle. The serial data input Din is linked to the FF’s D input. SISO
can have two configurations as presented in Fig. 24. If data in (Din) is applied to FFi- at
D1 and data output is taken from FFn at Qn it is Right Shift Register. If data in (Din) is
applied to FFn - at Dn and data output is taken from FF1 at Qi it is Left Shift Register.
SISO is slowest among all shift registers.

Data in — D, Q, > D, Q,—— —>' D, Q, —> Data out
A) FF, FFe M o FF,
Clock +— Clk CLR Q — T Clk CLR Q — [—r Clk CLR Q,—
Clear —— N A
Data out «— Q D «—Q; D, <« < Q, D, < |
(B) FF4 FF, = , =
Clock +—> Clk CLR Q — r Clk CLR Q- r Clk CLR Q, —
Clear ' e J

Fig. 4.24: Block Diagram of SISO (A) Right Shift Register, (B) Left Shift Register

SISO Right Shift Register is explained by below waveforms shown in Fig. 4.25. It can be
seen that the first bit (LSB) of the data input takes n-clock cycles to get pushed to the
output of nt FF. After n-cycles, every input bit can be received in every clock cycle, so
MSB will be received after (2n-1) cycles.

4.5.2 Serial Input Parallel Output (SIPO)

In this data is entered serially and extracted simultaneously. Bit by bit, the data is
loaded. Outputs are disabled during data loading. After data is successfully loaded all the
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FF outputs are activated to receive the data at output lines simultaneously or in parallel.
An n- bit word must be loaded in n- clock cycles. So the data is available at nt" clock
cycle only. As a result, the SIPO mode's operating speed is the same as the speed of SISO
mode. Fig. 4.26 presents SIPO with serial in and parallel out.

ows_f] ol frl FLFLEFL— frlfL

Bs | Be B, |B.,.

Q1 B

Q; 0 B, B, B B, B: B, B,

Output b'lt sequence

Fig. 4.25: Waveform of SISO Right Shift Register

Parallel Output

Serial Input 5 T b o T D 0 T D 0 __I

Flip Flop 1 Flip Flop 2 Flip Flop 3 Flip Flop 4

Clock

Clear

Fig. 4.26: Block Diagram of SIPO Shift Register
4.5.3 Parallel Input Serial Output (PI1SO)

In PISO shift register, data is put onto the register in parallel and retrieved from it
serially. Here the data is entered in 1 clock cycle and the output is started from 15t to nth
clock cycle for an n-bit word. Fig. 4.27 presents PISO with 4-bit parallel in serial out.
Shit = “0” is used for parallel data load while shit = “1” is used for Serial Right
Shifting- SISO.



Shift

Parallel Input
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U JU
Lo a b al Lﬁ
Flipflop 1 Flip flop 2 = Flipflop

N N o
.

Clock

Fig. 4.27: Block Diagram of PISO Shift Register
4.5.4 Parallel Input Parallel Output (PIPO)

In this mode data is entered parallelly and can be seen at the output parallelly, So shifting
takes just one clock cycle. Shifting in PIPO is independent on word size. This is fastest
shifting among all shift registers. A four bit PIPO is shown in Fig. 4.28. The four FFs
data inputs
FFs in parallel when a positive clock edge is applied. The output side will see all of the
loaded bits at once at outputs of all D-FF as Q1Q2Q3Qa.

|

Flipflop 4

Q

L

Flip Flop 1

L]

Flip Flop 2

I

|

Serial Output

“D” are given binary iput bits. The binary mput bits will all be fed into the

L]

Flip Flop 3

L]

D

Flip Flop 4

Clock

Parallel Output

Fig. 4.28: Block Diagram for PIPO Shift Register
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4.5.5 Universal Shift Register

This type of register has the ability to be used as SISO, SIPO, PISO or PIPO. Fig. 4.29
presents a n-bit universal shift register. Since there are total 4 modes and at a time any
one of these modes is expected to work, so a 4X1 MUX with 2 selection lines is taken.

The mode is selected with SeS1. The different modes can be selected for loading the data
serially or parallelly or for left shift or right shift- using SoS1 = 00 to retain the same data,
SoS1 = 01 is for serial input for right shift register, SoS1 = 10 - is for serial input for left
shit register, SoS1 = 11 - parallel input. Outputs can be obtained parallelly from Q1 to Qn
or serially from Qau (in case of left shit) or Qn(in case of right shit).

aralie QUL BITS

B F By B B,
".1|.[ | E ‘ o far laft
'-"""I";"iﬂ ! ! () r — 4
; 1 1 [ T mEl's 11 t
3210 1210 31210 3210 31210
41 d {x1 {x1 p
MUX ) )
e——

L03

D QM 02 @M On-l Qn-1t Dn Qnt
FF1 FF2 FFn-1 FFn
Clock ok Qi Q- ck .. Qn-d— Clk -
°°'r [T M%a 1% ag P @
Clear
0 Q On' Qr'

Fig. 4.29: Universal Shift Register
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Design a serial 2°s complementer with shift register and a FF. The binary number is shifted out
from one side and it’s 2”s complement shifted into the other side of the shift register.

Solution:

Serial (?utput
Clk

. R Secrial Input
Shift Register

Reset

Design a 4-bit shift register with parallel load using D FFs. These are two control inputs: shift and load. When shift
= 1, the content of the register is shifted by one position. New data is transferred into the register when load
= 1 and shift = 0. If both control nputs are equal to 0, the content of the register does not change.

Solution: General k™ FF for register is presented for this. If k=1 Serial input is taken else A1 is taken in below Fig.
Bk is the input for parallel load.

Serial input or A, ,

B r

Shift e i D-FE,
[>o

Load - Clk

Draw the logic diagram of a 4-bit register with four D FFs and 4X1 mutiplexers with mode
selection input s1 and s0. The register operates according to the following function table:
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S So Register Operation

0 0 No Change

0 1 Complement the four Output
1 0 Clear register to 0 (Synch)
1 1 Load parallel data

Solution: Here it" FF of register is shown, I is the it" bit of parallel data to be loaded.

So
S, |
Select
I; 3
= 2 A,
1 Y D «Q
o L. D-FF A,
>
MUX C]k—> Clk Q

UNIT SUMMARY
> FFs are basic memory cell
If a latch works with active edge it is know as FF.
There are 4 types of FFs- SR,JK,T,D
S-R FF can be converted into D FF by applying S=D and R=D’
T- flip fp is prepared by tying J-K inputs together.
Register is a memory storage element which has FF as base cell.
Counters are sequential circuits to count given states

V VV V V V

> Mod -5 counter counts only given 5 states, these states can be
continuous or without sequence.

> Counter can be synchronous (clocks for all FFs can be same) or
asynchronous (clocks to all FFs are not same).

> There are four types of shift registers- which can shift the data



Digital Electronics| 141

* Serial-In Serial Out (SISO)

*  Left shift register

* Right shift register
* Serial-In Parallel Out (SIPQO)
*  TParallel -In Serial Out (PISQO)

* Parallel -In Parallel Out (PIPO)

EXERCISES
Multiple Choice Questions

1. The speed of a ripple counter is constrained by the delay time of:
A. every FF

B. gates and all FFs

C. the FFsonly with gates

D. only gates

2. The following are necessary before aring counter may be started:
A. clearing all the FFs

B. clearing all of the FFs while presetting one.

C. presetting all the FFs while clearing one.

D. resetting each FF

3. What kind of register would allow the whole binary number to be entered 1 bit at a
time and the stored bits to be removed 1 bit at a time?

A. PIPO B. SISO C. SIPO D. PISO
4. As opposed to ripple counters, synchronous counters have no latency issues because
A. The first and final stages are the only ones that receive input clock pulses.
B. Only the last step is given input clock pulses.
C. None of the counter stages are activated by input clock pulses.
D. Each stage receives input clock pulses simultaneously.
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5. The following is one of the main issues with using asynchronous counters:
A. Internal propagation delays restrict low-frequency applications.
B. Internal propagation delays restrict high-frequency applications.

C. Asynchronous counters are appropriate for use in high- and low-frequency counting
applications and don’t have any significant limitations.

D. Asynchronous counters cannot be used in high-frequency applications because they
lack propagation delays.

6. The Ring and Johnson counter comparison reveals that:

A. Ring counter need additional decoding circuitry while having fewer FFs.
B. Ring counters have an inverted feedback route and

C. Johnson counter uses fewer decoding circuits but more FFs.

D Johnson counter has an inverted feedback route

7. Which form of counter circuit can readily produce a series of evenly spaced timing

pulses?
A. shift register sequencer
B. clock
C. Johnson
D. binary

8. What does it mean to load the register in parallel?

A. Concurrently shifting data in all FFs.

B. Data may be loaded into two of the FFs

C. Simultaneously loading data into all four FFs

D. briefly turning off the synchronized RESET and SET inputs

9. What is the name of a shift register that can push data left or right and accepts a
parallel input?

A. tri-state B.end around C. bidirectional universal D. conversion
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10. In an asynchronous binary down counter, when a clock pulse occurs, what occurs to
the simultaneous output word?

A. The last word shrinks by 1.
B. The word output shrinks by 2.

C. The word output grows by 1 character
D. The last word grows by

11. The most typical applications for mod-6 and mod-12 counters are:
Al frequency counters
B. multiplexed displays
C. digital clocks
D.

power consumption meters

12. The SIPO shift register sends data over a single line, one bit at a time, from one
parallel data bus to another parallel data bus

A. True
B. False

13. One bit at a time is transferred from one line of a concurrent bus to another line using
a SISO register.

A, YES
B. NO

14. A ripple counter is an asynchronous counter.
A, True
B. False

15. Counting devices are often used in digital clocks.
A.  YES
B. NO

16. Each state of an asynchronous counter is timed by the same pulse.



A. True
B. False
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17. All data bits are simultaneously entered into a parallel-in, serial-out shift register,
which sends each bit out one at a time.

A.  True
B. False

18. A counter's modulus (mod) is equal to its highest count (N).

A. True
B. False
19.

Consider the partial implementation of a 2-bit counter using T FFs following the sequence 0-2-3-1-0, as

shown below

T2

MSB

\\;

Qz

T4

CLK

To complete the circuit, the input X should be

(A) Q27
(B)Qz+Ql

(C) (Q1 XOR Q2)
(D) Q1 XOR Q2

A 4

LsSB

Q4

20. A four-bit binary counter has control signals which are functioning as per the below
table. The implementation of counter is as per below diagram (see on next page)-
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Assume that the counter and gate delays are negligible. If the counter starts at 0, then it
cycles through the following sequence:

(A)03.4  (B)0.3.4.5 (C)0.1.2.3.4 (D) 0,1.2,3.4,5

Clear | Clock Load | Count Function
1 > > > clear to O
o > (o] o] No change
(o] ES 1 > Load Input
[e] e (o] 1 Count next
. A As Ao A
The counter is coonected as follows: _~ -~ -~ -~
e ——————  Count =1
Clear 4-bit counter j«——— Load =0
I — Clock
= F 3 E
INnputs
(o] (o] 1 1

Answers of Multiple-Choice Questions

1. A 2.B 3.B 4.D |5.B 6.D 7.A 8.C 9.C 10.A
11.C 12.8 |13.B |14.A |15.A |16.B 17.A |18.A |19.D 20.C

Short and Long Answer Type Questions
1. What is a ripple counter?
What is a mod-5 counter?
How is counter value calculated? (Hint: counter states, FF)
How to design the mod 3 counter using 3 FFs? (Hint: one hot encoding)
What can be the modulus of a 3 FF counter, explain with reason?
Write the truth tables and state diagrams for both a J-K FF and a D FF.

Two NAND gates are cross couped to design an SR latch, if both S-R inputs are
0, find the outputs.

8. Design active HIGH inputs SR latch using NOR gates (only)and NAND gates
(only). Compare both the designs.

N o ok~ N

Numerical Problems
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1. In a three stage counter, using RS FFs what will be the value of the counter after
giving 9 pulses to its input? Assume that the value of counter before giving any
pulses is 1.

2. We want to design a synchronous counter that counts the sequence 0-1-0-2-0-3 and
then repeats. What is the minimum number of J-K FFs required to implement this
counter?

3. Design a synchronous counter to go through the following states: 1, 4, 2, 3, 1, 4, 2,

4. 1f Q1Qo is 00 initially, find the next four outputs of Q1Qo?

1 T Q LT Q

Clock

1‘5& Q
5. A 4-bit binary counter has control signal working given in below table -

Clear Clock Load Count Function
1 X X X Clear to 0
0 X 0 ] No Change
0 + 1 X Load input
0 ) 0 1 Count next

and counter is connected as shown in below diagram-

Aa AS Az A

@ 1]

Count=1
Load=0

Clear
Clock
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Find the states for counter if it starts at O and all delays are negligible.
6. Complete the two-bit counter using T-FFs which should have 0->2->3->1->0

sequence, find X.
—o_
X

—4 To Qo — T Q1
—>

h  MSB |_,,>
CLK

7. Assume initial state QoQ1 = 00. The D FFs have set up times 20 ns (nanosecond) and
hold time 2 ns. For the timing diagrams given here for X and C; the clock period of C <=
40 ns (nanosecond), find plot of Y output?

C

X I

8. The below sequential circuit has initial state QoQ1Q2= 100. General state for the circuit
is presented by 4Q2 + 2Q1 + Qo Find the state sequence of the circuit?

(Ans:- mod -8 counter with sequence-> 4-1-2-5-6-7-3-1-4)
-l
Da Qo D Q: (r‘ Q=

LSB MSB

Clock
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9. Consider intial state of a four bit Johnson counter 0000. Find the counting sequence for
this counter.

10. Initial state of the below master-slave FF is PQ= 01. Find the output after four clock
cycles.

Ple Qg

Clock

PRACTICAL
Experiments can be done in the lab using digital 1Cs.

-Experiments can be done on EDA Playground website using VERILOG language
(Login is required using email ID).https//www.edaplayground.com

-Experiments can be performed in virtual labs as well. Here QR code for Virtual labs
from IIT Bombay and IIT Kharagpur are provided respectively.

QR code for Virtual - QR code for Virtual -
Lab IIT Kharagpur Lab IIT Bombay

EXPERIMENT 6. Verification of the functions of SR, D, JK and T Flip Flops.

Apparatus required-

Digital ICs-D- 7474, JK-7476, T-7473. All ICs with internal details given in Experiment
1.

Diagram and Truth Table

SR Flip Flop-Please refer to section 4.2.1

SR FF can be designed using back to back connected NAND gates as shown in Fig. 4.2
and verify Table 4.1(a) for active LOW inputs.


https://www.edaplayground.com/

Digital Electronics| 149

D Flip Flop — Please refer to section 4.3.6

D-FF is verified using IC-7474 as shown in below diagram. It has two D FF. It comes
with PRESET to SET Q=1 and CLEAR to RESET Q=0. Both PRESET & CLEAR
are active LOW inputs.

JK Flip Flop- Please refer to section 4.2.4

JK-FF is verified using IC-7476 as shown in below diagram. It has two JK- FF. It comes
with PRESET to SET Q=1 and CLEAR to RESET Q=0. Both PRESET & CLEAR
are active LOW inputs. Anoth Ic for JK-FFis 7473.

T Flip Flop- Please refer to section 4.2.7

T-FF can be prepared using JK-FF IC and by tying both inputs J &K together. Either one
IC of JK-FF 7476 or 7473 can be used. for IC 7473 comes with active LOW
CLEAR input to RESET output Q=0.

[r4] T3 {2 [[1 0] [9] [8] 1
| - ' j j

ECER; rA '
LEH_C%RO e
"

LR ] Oy
—0 0 K
|j PR . | L T5 [
| .

—

1 1 |
L 21 L3 (4] [5] [6] [ O 2] 3] 4] 5] (6] [/

o
=
=]
2]
E

CLR S,

F474 T4T3
Dual D Flip—Flap Dual J=K M/S Flip—Flop
with Preset and Cleor with Clear

(6l /5 2l 3 A [{1] 0] [3]

4 )}
K CLE G J PR O

> LK ’—5>CK )
|—J PR Q K CLR O
B L
L 2] (5] [4] [5] 18] [/ [8]
J476

Dual J/K M/S Flip—Flop
with Preset and Clear
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Observations: Complete the truth table of each flip flop by applying proper input pattern
and observing the outputs and verify its correctness.

Conclusion: S-R,JK, D, T flip flops’ functions have been verified using digital ICs.

Visit wepage for- Verilog code for D Flip Flop - FPGA4student.com

EXPERIMENT 7: Design Controlled Shift registers.
Apparatus: Shift Register 1C 74HC595

LY a—- ©o—il IS
B—© Oy’ 15§ Q4
EeyBa——- E O 14]
CND— Bl o—F S
N E— Hal —ip I3
LN g—e % o—ill B9
[ a0y § o BAN o Ead
D B——- o—J T8
Details of Shift Register Pins-

Qato Qu are the § output pins and should be connected to some type of output like LEDs, 7 Segments etc.
(SECLE") Master Eeset  Resets all outputs as LOW. Must be held hizh for normal operation

{(SRCLEK) Clock  This is the clock pin to which the clock signal has to be provided from MCU/MPU
(RCLEK) Latch  The Latch pin is used to update the data to the output pins.

{OE") Cutput Enable The Cutput Enable is used to turn off the outputs. Must be held LOW for normal
operations

{SEE) Serial Data This pin is used to feed data into the shift register a bit at a time.
GND and VCC are ground and power supply

{Qm") Serial Output This pin is used to connect more than one 74hc325 as cascading (Pin @ iz data
out and used when we have to connect another shift register, Feed this pin to next Shift register IC, if
connected)


https://www.fpga4student.com/2017/02/verilog-code-for-d-flip-flop.html
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Observations- The input bit sent on SER pin can be seen going
to all outputs in every next clock cycle sequentially.

Conclusion- Left shift register operations are verified using
74HC595 IC.

EXPERIMENT 8. To design a programmable Up-Down
Counter with a 7-segment display

Apparatus: 1C7476, 7486, connecting wires

J
’ JKFF-A QA Ya
Ka , Qa
CLK
Js Qg —I_Y
JKFF-B B
Ke , Qg
| cLK

As represented by the state diagram here input X-acts as UP COUNTER mode when X=0
and DOWN COUNTER mode when X=1.

With the help of JK- FF IC 7476 or 7473 and XOR gate IC 7486 it can be designed as the
connections done in the above logic diagram.

Observations: Complete the state diagram for X=0 and X=1

input patterns and observing the outputs and verify its correctness
for UP Counter and DOWN Counter respectively.

Conclusion: UP and DOWN counters’ functionalities have been verified
using digital 1Cs.
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Verilog designs and testbench for D flipflop-

D Flip Flop Design D -FF Test Bench
module D _FF{D clksync_resei,Q); timescale Ins 'EFS;
module tb_DFFY);
input D; // Data input Tes D, clk, reset;
input clk; // elock input wire Q*? _
input sync_reset; // synchronous reset D—F F dut '-r_‘D-":"IF‘_*’ eset, 0,
output reg Q; /' output Q initial begin
clk=0;
always @(posedge clk) Jorever #10 clic = ~clk;
begin s _
iy reset==1'01) initial begin
0 == 1B reset=1;
else D==0;
0==D- #100;
end reset=0;
D==1];
endmodle =100;
D==0;
=100;
D==1];
end

endmodle




Digital Electronics| 153

KNOW MORE

Before the semiconductor based memories specially flip flop based, the data was stored
in magnetic memory. Magnetic memory examples are tapes which were available to
record both audio and video. Optical memory devices like Compact Disk (CD) and
DVDs were also available to store the data. Now a days pen drive, hard disk SD
card are available to store very big size of data.

REFERENCES AND SUGGESTED READINGS
3. M. Morris Mano and Michael Ciletti, “Digital Design”, 5" edition, Pearson.
4. Digital Electronic Circuits - Course (nptel.ac.in)

Dynamic QR Code for Further Reading
-QR codes are embedded in the chapter with the topics.


https://onlinecourses.nptel.ac.in/noc21_ee10/preview
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5 Memory Devices

UNIT SPECIFICS
Through thisunit we have discussed the following aspects:

e General Classification of memories;

¢ RAM and ROM organization;

e Types of different RAMsand ROMs;

e Advantagesand Disadvantages of different memories;

The practical applications of the topics are discussed for generating further curiosity and
creativity as well as improving problem solving capacity.

Besides giving a large number of multiple choice questions as well as questions of short and
long answer types marked in two categories following lower and higher order of Bloom’s
taxonomy, assignments through a number of numerical problems, a list of references and
suggested readings are given in the unit so that one can go through them for practice. It is
important to note that for getting more information on various topics of interest some QR codes
have been provided in different sections which can be scanned for relevant supportive knowledge.

After the related practical, based on the content, there is a “Know More” section. This
section has been carefully designed so that the supplementary information provided in this part
becomes beneficial for the users of the book. This section mainly highlights the initial activity,
examples of some interesting facts, analogy, history of the development of the subject focusing the
salient observations and finding, timelines starting from the development of the concemned topics
up to the recent time, applications of the subject matter for our day-to-day real life or/and
industrial applications on variety of aspects, case study related to environmental, sustainability,
social and ethical issues whichever applicable, and finally inquisitiveness and curiosity topics of
the unit.

RATIONALE

This fundamental unit focuses on computer hardware fundamentals with the overview of various
types of memories used in computers. The unit begins with the classification of memories and
then followed by the description of each type of memory. Itexplains about the operations of
various types of memories and their applications. It also explains how to calculate the size of a
memory using given data.
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As the scope of digital electronics extend to domains such as healthcare, software,
automation, digital banking, smart watches, smart phones and many more, various memories are
used to store the data in computers. These are important part of any digital electronics system or
computer hardware and can be found in CDs, digital camera, DVDs, pen drives, MP3 players
and many more portable electronics.

PRE-REQUISITES

Basic concept of logic gates,

UNIT OUTCOMES

List of outcomes of this unit is as follows:

U5-0O1: Understand type of memories

U5-02: Learn operation of memories

U5-03: Learn to calculate the size of a memory

U5-04: Understand the structure of different memories using logic gates
U5-05: Understand the use of memory at appropriate place in CPU

EXPECTED MAPPING WITH COURSE OUTCOMES
Unit-5 Outcomes (1- Weak Correlation; 2- Medium correlation; 3- Strong Correlation)
CO-1 CO-2 CO-3 CO-4 CO-5 CO-6
U5-01 - 2 3 3 3 -
U5-02 - 2 3 3 3 =
U5-03 - 2 3 3 3 -
U5-04 - 2 3 3 3 -
U5-05 - 2 3 3 3 =

“Education is the most powerful weapon you can use to change the world.”
-BB King
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5.1 Introduction

A “memory” is an important part of “computer” and any other ‘“electronic system’.
Memory is used to store data, program and instructions used for executing any program.
It can be used for temporary storage or permanent storage. Memory is a part of Central
Processing Unit (CPU) of computer. A “CPU” is having “Arithmetic Logical Unit
(ALU)”, “Control Unit (CU)” and “Memory Unit”. The general block diagram of
computer system with memory is shown in Fig. 5.1.

Central
Processing Unit
(CPU)

Arithmetic
Logical Unit
f

Input > Y Output
Control Unit

\

J

\i

Memory Unit

Fig. 5.1: Block diagram of Computer system with memory unit.

5.2 Classificationof Memories

The classification of Memory is given in Fig. 5.2. There are two broad types of memory-
1. Primary Memory- It is Internal memory.

o “RAM”
»  “Static RAM (SRAM)”, “Dynamic RAM (DRAM)”
o “ROM”

= PROM, EPROM, EEPROM

2. Secondary Memory-It is External memory.
o Hard disk
o Pendrive
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Other memory -
3. Cache Memory- It is Internal memory within processor.
4. Register Memory

Memory

LI
Primary Secondary Cache Register
Memor Memor

e Hard Disk,
Compact  Disc
(CD), DVD, Pen
Drive, Magnetic

e SRAM, DRAM Tape etc.

- e PROM, EPROM,
EEPROM

Fig. 5.2: Classification of Memory.
5.3 Memory Structure: Address and Size

“Memory” is a collection of “storage cells”, which stores data and information in group
of bits know as words. A word is a sequence of 0s and 1s and each word is stored in a
memory location, known as address. The group of eight bits is knows as a byte and the
total number of bytes stored by memory is known as capacity of memory or memory size.
The general “block diagram” of memory unit is shown in Fig. 5.3. It consists of “m
address lines” that means it can access ‘2™ locations/addresses™. It also has “n data lines”
(input/output lines) through which data can be transferred in and out of the memory. The
“Read” and “Write” ports of the “memory” are called “control lines” or “control nputs”.
The Write port causes binary data on data lines to be transferred into the memory and the
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Read port causes the binary data to be transferred out of the memory from a memory
location.

The general organization of a memory device is shown in Fig. 5.4. An address decoder
selects any one row of memory array to be written or read from. For example, if

(101)2=(5)10 is placed on the address lines, the fifth row of the memory will be selected
and connected to the data lines (considering first row is the Row 1).

m address
lines

Memory Unit

n
(Size=2"xn) <}:>data lines

Read Port

Write Port

4144

Fig. 5.3: Basic structure of a memory unit.

The Write enable and Read Enable specify whether the data is being written to or reading

from the selected row of memory array. These signals can also be written as “R/W s
here “R/W =17 indicates data read and “R/W =0” indicates data write.

The Chip select is an active low signal which is used to enable or disable the memory
device. It can be represented asCS : if CS =0, the memory becomes idle (disconnected
from data input and output lines) and if Ezl, the memory enables all the input and
output lines for data transfer.

5.4 Random Access Memory (RAM)

“Random Access Memory (RAM)” is a hardware device in a ‘“computer” system that
“stores the data” and “programs” to be accessed quickly by the processor. It is volatile
memory that means it cannot store data permanently; it is lost when the computer is
turned OFF and it is only retained in the RAM as long as the “computer” is ON. “RAM”
is primary memory of computer and it is also known as Read-Write Memory (RWM)
because it can perform both Read and Write operations.

The internal organization of RAM is shown in fig. 5.6. It consists of register banks (BO,
B1, B2, and B3), bit-addressable area and scratch-pad area.

Fig. 5.4 can also be represented as general memory organisation block diagram as shown
in Fig. 5.5.
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Memory Array
/\.
:’ N
Aﬁﬁz&:s | Chip Row 1
[, select
\4[ [3 D Row 2
d S Write
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r 0 le—
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s e [ Read .
S T enable
BREEREE
— —— _
Data lines
& |:{>
— Memory Unit Input/Output
R/W |:> y data lines
Address :D
lines

Fig. 5.4: General Organization of Memory Device.

Register Banks: The RAM has four register banks (BO, B1, B2 and B3) and each contains
8-bit general-purpose registers R0-R7. The memory locations of these registers are
shown in Fig. 5.6.

Bit-addressable area:

It consists of “Dbit-addressable registers” and used to store the “bit variables” from
“application program” such as status of any “output device.” It has 128 addresses from
00h to O7Fh that represents the location of data storage. These are designed from the
addresses 20h to 2Fh.

Scratch-pad area:
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It consists of byte-addressable registers and used to store the byte variables from
application program. These are designed from the addresses 30h to 7Fh.

Scratch-Pad
Area
Bit-
addressable
Area
Register
B3 Banks
B2 <«
?1
BO
Fig. 5.5: Internal organization of RAM.
07h | R7 OFh | R7 17h | R7 1Fh | R7
R6 Ro6 R6 RO
RS RS RS RS
R4 R4 R4 R4
R3 R3 R3 R3
R2 R2 R2 R2
R1 R1 R1 R1
00h | RO 08h | RO 10h | RO 18h | RO
BO B1 B2 B3

Fig. 5.6: Register banks and their memory locations in RAM.

5.4.1 Types of RAM
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RAM is classified into Static RAM, Dynamic RAM. Static RAM can be bipolar or MOS
flip-flop and Dynamic RAM is a type of MOS family. Semiconductor memories have
large storage capacity and used in most of the electronic/computer systems.

5.4.2 Static RAM (SRAM)

An SRAM is a “volatile memory” that means the data is “stored as long as the power
supply” is applied. The term “static” means that it does not need to be ‘“refreshed” for
updating the data. It is of two types: bipolar SRAM and Metal-Oxide-Semiconductor
(MOS) based SRAM. SRAM s used in cache memory.

Bipolar SRAM:

The basic bipolar SRAM is shown in Fig. 5.7. It consists of two cross coupled bipolar
transistors (BJTs) and two resistors connected at collector terminals. The two cross
coupled transistors form a bistable latch. The emitter connections allow the cell to be
selected and data to be read out.

T Vee
Rc Rc
Y Y
Q4 Q;
Data Data
Cell
Select

Fig. 5.7: Bipolar SRAM Cell.
MOS based SRAM:

The MOS based SRAM consists of two cross coupled nMOS transistors (M1, M2) to
form a bistable latch and P1, P2 as load. Here, for P1 and P2, resistors or nMOS
transistors can be used. The WL is the “Word Line” that is used to “turn ON” the “access
transistors” (nMOS) M3 and M4. The access transistors enable the memory cell for
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reading or writing the data. Bit-line and Bit-line bar (BLandBL) act as input or output
lines to read or write the data. The basic structure of MOS based SRAM cell is shown in
Fig. 5.8.

WL

-I— Vobp

oy D— ] H iy
DN

BL l BL

Fig. 5.8: MOSbased SRAM Cell.
CMOS based SRAM:

The Complementary MOS (CMOS) based “SRAM cell” is shown in Fig. 5.9. It consists
of a “cross-coupled inverters” (combination of PMOS (P1, P2) and NMOS (N1, N2)) and
two access transistors (N3, N4).

As shown in Fig.5.9, it has “two cross coupled inverters” (P1-N1 and P2-N2) and “two
access transistors” (nMOS-N3, N4). The BLandBL are used as input lines to read the
data from the memory cell and as output lines to write the data in the memory cell.
There are 6 transistors in this SRAM, so it is called a 6T SRAM cell. Other variants
based on the number of transistors are also available like 7T, 8T SRAM cell etc.

SRAM Working-

To perform Read/Write operation in SRAM cell, Word line -WL is kept HIGH.

Read Operation- To read bit stored in SRAM cell memory should have some value.
First, precharge BL-bit line and bit bar line-BL HIGH by applying HIGH voltage at both
lines, once precharge is done remove the HIGH voltages from both Bit lines. Now, to
read apply HIGH voltage (Vad) at WL-line.

Case 1.-Assume Q=1 and Q=0 is stored in the memory. By making BL/BL and WL
HIGH makes N4/ N3 “ON”. Therefore, these transistors work like pass transistors. For
N3 transistor both Q and BL are HIGH, so it will remain HIGH only but for N4, Q’=0
but &L line is HIGH, therefore, transistor N4, is ON till BL is brought down to LOW
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voltage. BL and BL are connected to the sense amplifier, this sense amplifier acts as a
comparator, so When BL is low the output will be “1”. Hence input Q=1 and we got the
output as 1, read operation verified.

_(a) i

s &

Vdd

n b | e

1 —

BL - BL
6T SRAM CELL

(b)
L w | T

6/2
T ror|° k Q E
_ %
42

|

word line WL

BL (Bit line) BL

Fig. 5.9: (a) CMOShased SRAM Cell (b) simplified structure with capacitors at bit lines.

Case 2.- Assume Q=0 and Q’=l is stored in the memory. By making BL/BL and WL
HIGH makes N4/ N3 “ON”. Therefore, these transistors work like pass transistors. For
N4 transistor both Q” and BL are HIGH, so it will remain HIGH only but for N3, Q=0
but BL line is HIGH, therefore, transistor N3 is ON till BL is brought down to LOW
voltage. BL and BL are connected to the sense amplifier, this sense amplifier acts as a
comparator, so When BL is low the output will be “0”. Hence input Q=0 and we got the
output as “0”, read operation verified.
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The PMOS/NMOS ratio must be good enough to bring the node voltages below threshold
voltage. This is the read constraint. NMOS has to be stronger to pull down the output to
“0” while PMOS has to be stronger to pullup the output to V.

Write Operation- To write in the memory cell make WL line HIGH.

Case 1.- Writing Q=1 and Q’=0 - Assume that previously stored in the memory is Q=0
and Q’=1 and now it is needed to replace it by new data - Q=1 and Q’=0. Therefore,
apply this new Q to BL line and new Q’ to BL line. Since WL line is also HIGH,
therefore, both N3 and N4 transistors are ON and working like pass transistors. Since
here BL is HIGH and BL is at LOW, this makes Q (stored node) to charge till BL
(HIGH) and Q’ to discharge till BL (LOW). Once these are crossing Vad/2 voltage level,
the cross coupling of mverters brings Q to HIGH and Q’ to LOW at faster speed. Thus,
new data is written in the SRAM cell.

Case 2. Writing Q=0 and Q’=1 - Assume that previously stored in the memory is Q=1
and Q=0 and now it is needed to replace it by Q=0 and Q’=1. Therefore, apply this Q to
BL line and Q’ to BL line. Since WL line is also HIGH, therefore, both N3 and N4
transistors are ON and working like pass transistors. Since here BL is LOW and BL Is at
HIGH, this makes Q (stored node) to discharge till BL (LOW) and Q’ to charge till BL
(HIGH). Once these are crossing Va2 voltage level, the cross coupling of inverters
brings Q to LOW and Q’ to HIGH at faster speed. Thus, new data is written in the SRAM
cell.

Hold Operation- Hold operation is used to keep the data stored in the SRAM cell. This
is done by putting WL line to LOW value and making N3 and N4 transistors OFF (open
circuit). The back to back connected inverters will hold the value like a flip flop. There is
no need for periodic refreshing the datain SRAM memory cell.

5.4.3 Dynamic RAM (DRAM)

In 1966, Robert Dennard at IBM invented “Dynamic Random Access Memory
(DRAM)”. DRAM works much differently than other types of memory. The “DRAM” is
a type of “semiconductor memory” which consists of a transistor and a capacitor. It
“stores” each ‘bit of data” in a ‘“capacitor”. It works on charging/discharging of the
capacitor and provides states logic ‘1’/logic ‘0’ accordingly. It requires periodical refresh
operation as the charge stored in the capacitor leaks after some time. The general
structure of DRAM is shown in Fig. 5.10, it is a very simple structure as it has only one

transistor and one capacitor.
The wordline is connected to gate terminal of the nMOS transistor for controlling the

access to the capacitor. If wordline is “1°, then the access transistor will turn ON and the
capacitor will start charging or discharging based on the voltage at bitline.
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The bitline is connected to source terminal of the transistor, it is used to read the charge
stored in the cell and also to provide the voltage for writing new value to the cell.

wordline

storage
capacitor

bitline

access 1
transistor —

Fig. 5.10: DRAM cell.
DRAM Working-
To perform any operation (Read/Write) in DRAM cell, Word line —~WL is kept HIGH.

Read Operation- To read, bit stored in DRAM cell memory should have some value
in the form of charge on capacitor (Charge Q=C.V). First, pre-charge BL-bit line
(using Bit line capacitance) to Vyg/2 and then put word line-WL to HIGH thus making
the access transistor ON (short) and the BL capacitance either get charged more (if
storage capacitor was at Vud) or gets discharged through access transistor (if storage
capacitor was at “0”). This actually changes the charge on BL capacitor and this change
is sensed by sense amplifiers to detect whether “1” bit was stored (capacitance at BL
will be charged to higher voltage than Va¢/2) or “0” bit was stored (capacitance at BL
will be discharged to lower woltage than Vai/2). Note sense amplifier is a basic
comparator that compared the bit line with Vad/2.

Write Operation- To write in the memory cell make WL line HIGH. Put bit to be
written on BL line. WL line HIGH makes the access transistor ON and the storage
capacitor gets charged to Vi or discharged to “0” according to BL line is kept HIGH
(to write “1”’) or LOW (to write “0”).

Hold Operation- Hold operation is used to keep the data stored in the DRAM memory
cell. This is done by putting WL line to LOW value and making access transistor OFF
(open circuit). This keeps the storage capacitor to its previous storage value since no
charging or discharging path through access transistor. Since there is a subthreshold
leakage through access transistor (MOSFET), thus after some time the capacitor gets
discharged, so it needs refreshing the DRAM memory data periodically.
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Advantages:

e Simple structure

e Low cost than SRAM

e Provides high density than SRAM

e More data can be stored due to higher density

e DRAM is used in main memory while SRAM is used in Cache memory
Disadvantages:

e Itis slower than SRAM

e It requires refresh operation which is not needed in SRAM

e Higher power consumption than SRAM due to continuous refreshing operation

e Data is not retained after removing power

5.4.4 Double Data Rate Synchronous Dynamic RAM (DDR SDRAM)

The DDR SDRAM is a type of RAM that is used in modern day processors. These are
the memories that can transfer data at twice as fast as regular memories. The main
advantage of DDR SDRAM is that it can fetch data at both “rising and falling edge” of
the “clock signal”, thus “double the data rate” for given “clock frequency”. The types of
DDR SDRAM are DDR1, DDR2, DDR3 and they word on supply voltage 2.5V, 1.8V,
1.5V respectively.
Advantages:
e Much faster speed than regular DRAM
e Each generation is updated like DDR2, DDR3, DDRA4.
Disadvantages:

e |t cannot be used in old motherboards
e Pinout is different from others
e Power consumption is high

5.5 Read Only Memory (ROM)

The ROM is a “semiconductor memory” that is used to “store the data/mformation
permanently”. It is non-volatile that means the “data is retained” in the “memory even
after the supply is OFF”. As the name indicates; it can perform only read operation or a
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user cannot change/alter its permanently stored date. It is designed for a particular
purpose during manufacturing.

(a)

m address
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::> Decoder

n-bit word
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O >— D2

No Diode == 0 OD D3

Fig. 5.11: (a) Block Diagram of ROM, (b) Internal structure of 4X4 ROM.

A ROM is basically a combination of AND and OR array that can programmed by a
user to implement Boolean functions. The general “organization/block diagram” of
“ROM” is shown in Fig. 5.11(a) and Fig. 5.11(b) represents internal structure of 4X4
ROM. As shown in Fig. 5.11(a), ROM has “m address lines” for decoder (decoder gives
minterms); that means “2™ memory locations” and ‘“n output lines”. Each bit combination
of address variables is known as “address”. The ROM is characterized by the number of
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“words 2™ and the number of “bits per word n”. The size of the ROM is defined as 2™ X
n; that means the ROM consists of 2™ words of n bit each.

Fig. 5.11(b) shows a 4X4 ROM here m=2 and n=4. Therefore, a 2X4 decoder is used to
create 2™ =4 address lines and each word is having n=4 bits. So, the total storage capacity
of this ROM is 4 words or 4X4=16 bits.

AND plane is the decoder while OR plane is created using diode connections for
whatever set of minterms is TRUE, we want to include for that bit position to be TRUE.
Here DO to D3 are representing OR operations for the minterms which are true. Thus,
these can be represented as-

D3 = AI’A0 + AIA0 ; D2 = AI’A0’+ A1’A0; DI=A1’A0; DO = AI’A0+
AT’AO0+ATA0’

Thus, Boolean functions can be implemented using ROM memory by connecting the
minterms using programmable diodes.

5.5.1 Types of ROM

The ROM has following types:
e Mask ROM
e Programmable ROM (PROM)
e FErasable Programmable ROM (EPROM)
e Electrically Erasable Programmable ROM (EEPROM)

5.5.2 Mask ROM

“Mask” refers to the part of an Integrated Circuit (IC) that is covered with photomasks.
Mask “ROM is programmed by the manufacturer” according to the “application”. It is
programmed permanently by the manufacturer and cannot be changed by any user. It is
inexpensive and generally smaller than other type of memories. The main disadvantage
of Mask ROM is that, it is only depend upon manufacturer, if there is any data error; it
will be completely useless.

5.5.3 Programmable ROM (PROM)

PROM is a type of computer memory that can be programmed only once after it is
manufactured as blank memory. Once it is programmed, it cannot be erased or deleted
and the information written is permanent. It is also called one-time programmable device
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as the stored data cannot be modified. The PROM programming
process is known as burning of PROM and for this purpose, a PROM
burner or PROM programmer is used. In early computers, the
computer BIOS is an example of PROM. A PROM is also used in
cell phones, medical devices, RFID tags and other electronic
equipment.

5.5.4 Erasable Programmable ROM (EPROM)

The main disadvantage of the PROM is that it can only be programmed once and the data
cannot be deleted or erased. This problem can be solved by using EPROM, from which
data can be erased by placing it under special ultraviolet light for some time. The
EPROM returns to initial state by shortwave radiation and then it can be programmed
again. Itis used in some microcontrollers like Intel 8048.

5.5.5 Electrically Erasable Programmable ROM (EEPROM)

EEPROM is similar to EPROM, but in this the data is erased by applying electrical signal
instead of ultraviolet light. It provides ease in erasing because it can be done even if the
memory is inside the computer. It can erase or write only one byte of data at a time. It is
used in computer BIOS.

5.5.6 Flash Memory (Flash ROM)

Flash memory is the enhanced version of EEPROM. In flash memory, blocks of data can
be erased or written at a time, whereas, in EEPROM, only one byte of data can be erased.
Thus, flash memory is much faster than EEPROM.

All the modern-day computers have their BIOS stored in flash memory and it is also used
in MODEME.

5.6 Secondary Memory

The memory devices which are connected to a computer externally or built into computer
are called secondary memory/external memory/auxiliary memory. It can store data
permanently “even when the system is turned OFF”, so it is “non-volatile memory”. It
cannot be accessed directly by the computer; firstly, the data of secondary memory is
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transferred to primary memory and then CPU can access it. Some types of secondary
memory are given below-

5.6.1 Hard Disk

A “hard disk” is a “magnetic disk” used to “store data permanently”. It is located in the
drive unit of motherboard of computer. The examples of stored data are installed
software, images, songs, music videos, documents etc.

5.6.2 Solid-State Drive

“Solid-state drive (SSD)” is another type of “storage device”. It has “faster access time”
and “lower power consumption” than hard disk. It is ideal replacement for hard disk due
to less cost. It is mostly used in modern laptops, tablets.

5.6.3 Pen Drive

A pen drive or USB flash drive is a compact secondary storage device which connects via
a USB port of a computer. The data can be transferred to any other computer using pen
drive. It is very small in size with storage capacity range from 1GB to 64GB or more.

5.6.4 Secure Digital Card (SD Card)

A Secure Digital Card also known as SD Card, is mostly used in portable or mobile
devices including smartphone, digital cameras and other smart electronic devices.

Apart from above examples, some other types of secondary memory are:
e Compact Disk (CD)
e Digital Versatile Disc (DVD)
e Magnetic Tape
e Floppy Disk
e Blue Ray Disk

5.7 Cache Memory

Cache memory is a part of primary memory that stores the data
or information which is frequently used so that it can be
accessed by processor in less time. A CPU always checks the
cache memory first to access the data, if it is not found in cache
then the processor checks the main memory. The cache memory
is placed between the primary memory and CPU. The cache
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memory is much faster than primary memory (RAM). The block diagram is shown
below in Fig. 5.12.

Primary

o= Memory

Cache
«—] Memory |e—

Fig. 5.12: A general placement of cache memory.

Cache Hit- If the data is found in the cache memory, it is said to be cache hit. The ratio
of cache hits to total lookups is known as cache hit ratio.

cache hit ratio (%) = numberofcahehits X100%

(numberofcahehits+numberofcahemiss)

Cache Miss- If the data is not found in the cache memory, it is said to be cache miss.

Since SRAM is bigger in size (6T) thus the cache size is kept with low capacity (Kbytes)
and sometimes secondary cache is used to make the processor faster. Primary cache has
more frequently used data while secondary cache has relatively less frequently used data.
First, the processor searches in primary cache and if the primary cache gives cache miss
then it searches data in secondary cache. If the data is not found in secondary cache then
it searches in main memory. Since main memory is bigger in size, so it takes more time
to search the data in main memory as compared to the cache memory. Secondary cache is
placed between primary cache and main memory.

5.8 Difference betweenRAM and ROM

The basic difference between RAM and ROM is shown in Table 5.1.
Table 5.1: Comparison of RAM and ROM.

RAM ROM

Volatile Memory Non-volatile memory
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Data can be read and altered Data can only be read

Speed is high Speed is slower than RAM

The CPU can directly access the | The CPU cannot directly access

data stored in RAM the data stored in ROM, it needs to
be stored in RAM

Size is small Size is large

It can store only a few It can store Gigabytes of data

Megabytes of data

It is used on CPU, example It is used in micro-controllers
Cache memory uses SRAM

A memory has a capacity of 6K x 8. Calculate-

(a) The number of data input and output lines of memory
(b) The number of address lines

(c) The capacity in bytes

Solution:

(a) The number of data input and output lines=8

(b) The number of address lines

Since Total addresses of memory 6K=6 x 1024=6144<213
Thus 13 address lines are required.

(c) 8 bits =1 byte; the capacity is bytes=6144 bytes

Build a memory with storage of 224 bits with 4 byte words. Calculate-
(@) The number of 2K x 8 bits RAM chips required
(b) The number of address lines required for memory
Solution:
(@) Given thatthe RAM capacity=2K x 8 bits=2 x 210 x 23 bits=214 bits
Required memory capacity=22* bits
So, the number of RAM chips required=224/214=210=1024
(b) Given that,a word is of 4 bytes
The number of possible words= 224/(4 x 8)= 224/32=224/25=219
So, the number of address lines=19
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5.9 Implementation of Boolean logic using ROM

ROM can also be used to implement combinational logic. See the example below -

Implement the following function using ROM- F1 (A, B, C) = >m (0, 2, 4) and F2 (A, B, C) =
Ym (1, 2,5, 7).
Solution: A B G AND Plane
Truth Table: ?7 _§|7 _§‘7 ﬁ 0“3"'“““
A B C |k F D
0 0 0 1 0 ™
L
0 0 1 0 1
0 1 0 1 1 By il
0 1 1 o 0 B
1 0 0 1 0 D,
1 0 1 0 1 ~
1 1 |o o 0 =
—
1 1 1 0 1 L
_ _ ™
F=ABC+ABC+ABC el :7 :7
F,=ABC+ABC+ABC+ABC FF
Note: The “dot (.)” represents the AND combination of all the outputs in terms of A, B, C
and the “cross (x)” represents the OR combination of outputs which are logic “1”.

UNIT SUMMARY

> A “memory” is an important “part of computer” and any electronic based system that is
used to store data, program and instructions used for executing any program.

» The types of Memory -

5.  Primary Memory
] “RAM”- “Static RAM (SRAM)”, “Dynamic RAM (DRAM)”
= “ROM” - PROM, EPROM, EEPROM

6. Secondary Memory

7. Cache Memory

8.  Register Memory

>  “Memory” is a “collection of storage cells”, which stores data & information in group of bits
knows as words. A word is a sequence of Os and 1s and each word is stored in a memory
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location, known as address. The group of eight bits is knows as a byte and the total number
of bytes stored by memory is known as capacity of memory or memory size.

“RAM is volatile memory” that means it cannot store data permanently; it is lost when the
computer is turned OFF.

“ROM is non-volatile memory” that means the “data is retained” in the “memory even after
the supply is OFF”. ROM is AND plane followed by OR plane. ROM can be used to implement
Boolean functions as well.

The DDR SDRAM is a type of RAM that is used in modern day processors. These are the
memories that can transfer data at twice as fast as regular memories.

The “Dynamic Random Access Memory (DRAM)” is a type of “semiconductor memory”
which consists of a transistor and a capacitor. It “stores each bit of data in a capacitor”. It
works on charging/discharging of the capacitor and provides states logic ‘1’/logic ‘0’
accordingly.

An SRAM is a “volatile memory” that means the “data is stored as long as the power supply”

is applied. The term “static” means that it does not need to be refreshed for updating the
data.

Cache memory is made from SRAM cells. Cache hit if data found and cache miss is data not
found in cache memory.

Representation of Memory Storage/Capacity:

¢ 1 KiloByte (1KB) =1024 Byte ; 1 Byte=8 bits  ; 1 Nibble=4 bits

® 1 MegaByte (1IMB) =1024 KB ; 1 TeraByte (1 TB) = 1024 GB

* 1 GigaByte (1GB) =1024 MB; 1 Peta Byte (1 PB) = 1024 TeraByte
EXERCISES

Multiple Choice Questions
1.1 For a memory, 1MB equals to-

(a) 100KB (b) 1024KB (c)512KB (d) 2KB
1.2 Which is not a secondary memory-

(@) SRAM (b) Had Disk (c) Pen Drive (d) CD
1.3 Which is the smallest in size?

(@) KB (b) MB (c) GB (d)TB

1.4 Identify the wrong statement-
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(a) 1GB=1024MB (b) IMB=1024KB  (C) 1KB=1024bytes
(d)1GB=1024KB

1.5 Which is a permanent memory?

(@ SRAM (b) DRAM (c) Bipolar RAM (d) ROM
1.6 A DRAM consists of one and one capacitor-

(a) Diode (b) Resistor (c) Transistor (d) Inductor
1.7 requires periodic refresh operation-

(@) SRAM (b) ROM (c) DRAM (d) All

1.8 Which is enhanced version of EEPROM?
(@ MASK ROM (b) PROM (c) Flash Memory (d) ROM

1.9 A memory has 5 address lines, how many numbers of words it can store?

(@) 16 (b) 32 ()5 (d)8
1.10 A RAM is also known as memory-
(@) Read-Write (b) Read (c) Write (d) Permanent

1.11 Memory is a collection of -

(@) Storage cells (b) Transistors (c) Gates (d)
Diodes
1.12 In RAM, bit-addressable area has addresses-
(a) 64 (d) 128 (c) 256 (d) 32
1.13 For a memory with size 2K x 8, the number of address lines is-
(a) 1024 (b) 2048 (c) 512 (d)
4096

1.14 Which is used to identify storage?
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(@) Address (b) Array (c) Record (d) Bytes
1.15 For a memory, 2GB can also be represented as-

(a) 2048MB (b) 1024MB (c) 100MB (d) 1000KB
1.16 Which is not a part of any memory unit?

(@) Address lines (b) Read port (c) Write port (d) Reset

Answers of MCQs

1.1b 1.2 a 1.3 a 1.4d 1.5d 1.6 b 1.7b 1.8 ¢

1.9b 1.10 a 1.11 a 1.12 d 1.13 b 1.14d | 1.15a 1.16d

Short and Long Answer Type Questions
Category 1

1.1 Draw the basic structure of memory representing the address lines, read/write ports
and input/output lines.

1.2 What is the difference between volatile and non-volatile memory?
1.3 What is Flash memory? How it is better than other ROMs?

1.4 Enlist types of register banks in RAM and Draw the structure.

1.5 Write the difference between EPROM and EEPROM.

1.6 Draw the general structure of CMOS based SRAM.

1.7 The size of a memory is 6K x 8, calculate the number of input/output lines and
address lines.

1.8 What is cache hit ratio?
1.9 What is the function of OR plane in ROM?
Category 2

1.1 Explain the operation of CMOS based SRAM with suitable diagram.
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1.2 A half adder has input U and V, the Sum and Carryout. Implement the structure using
ROM.

1.3 Draw the general organization of memory and describe every ports associated with fit.
1.4 Describe various types of ROM and write application of each of them.
1.5 Design a 3-bit binary code to 3-bit gray code converter using ROM.

1.6 Define the terms (a) memory address (b) memory cell (c) memory word (d) bits and
byte (e) chip select (f) memory refresh

1.7 Draw the structure of 1T -1C -DRAM cell and write its advantages and disadvantages
over 6T-SRAM cell.

1.8 Design a combinational circuit using ROM which has “3-bit nput” and “output is
equal to” the “2’s complement of the input”.

1.9 Design a combinational circuit using ROM which has ‘“2-bit mput” and “output is
square of nput”. (Hint- input is 2-bit then square output is 4-bit, draw truth table and
find expressions for each output)

Numerical Problems

1.1 A memory has a capacity of 8K x 12. Calculate-
(a) The “number of data mput” and “output lnes” of memory
(b) The “number of address lines”
(c) The capacity in bits and bytes

1.2 Determine the type of decoder required, if a memory with a capacity of 222 bits (with
4 byte words) is built using 2K x 8 RAM.

1.3 What will be the bit, and byte storage capacity for a 512 x 8 ROM organization?

1.4 A certain memory can store 16K, 16-bit words. Calculate (a) the “number of input”
and “output lines” (b) the “number of address lines” (c) capacity in bytes

1.5 A computer searches 1000 words in cache memory. It finds 199 words in cache. Find
cache hit ratio.
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PRACTICAL

EXPERIMENT 9. Study different Memory ICs.

SRAM IC

(1) LY62256 (LY is manufacturer name-Lyontek Inc., 62256 model number)

Size=256Kbit

DIP

Fast access time of 55ns

Ultra low power consumption

Operating current of 156mA

Standby current : 1pA

Operating temperature range from -40°C to 85°C

The LY62256 is a (32KX8) 262144-bit low power CMOS static random access memory

organized as 32,768 (32KX8) words by 8 bits. The LY62256 is well designed for
low power application, and particularly well suited for battery back-up nonvolatile
memory application. The LY62256 operates from a single power supply of
2.7~5.5V and all inputs and outputs are fully TTL compatible. It can also be written
as LY62256PL-55L LI

P:28 pin 600mil P-DIP (plastic-DIP), L: Green Package, 55: access time
LL-ultra low power, I- (industrial): -40°C to 85°C
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LY62256 L

(L=
|

/-WWXXY Z
L z:Packing Type

Blank : Tube or Tray
Tube : 28-pin 600 mil P-DIP
28-pin 330 mil SOP
28-pin 300 mil P-DIP
Tray : 28pin 8 mm x 13.4 mm STSOP
T : Tape Reel

L Y : Temperature Range

Blank : (Commercial) 0°C ~ 70°C
E: (Extended) -20°C ~ +80°C
1: (Industrial) 40°C ~ +85°C

— XX : Power Type |LL:Uitra Low Power
SL : Special Ultra Low Power

WW : Access Time(Speed)
V : Lead Information |L: Green Package

g - Packﬂge Type P: 28—pin 600 mil P-DIP

S : 28pin 330 mil SOP
R:28pin8 mmx 13.4mm STSOP
D : 28pin 300 mil P-DIP

PIN CONFIGURATION

v
A4 ] 1 28 [ Vee
A2 ] 2 27 [ WEe#
AT ] 3 26 [ A3
AB ] 4 25 [ A8
A5 —] 5 24 ] A9
A4 ] 6 E 23 [ AN
A3 ] 7 (@) 22 [ OE#
A2 ] 8 B 21 1 A0
A 9 (@)} 20 [ CE#
AD ] 10 =2 19 [— bary
pao —] 1 18 [ DQ6
pal . 12 17 [ DQs
DGz ] 13 16 [ DQ4
Vss [ 14 15 1 DQ3

FUNCTIONAL BLOCK DIAGRAM
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SYMBOL DESCRIPTION
Voo —p AD -A14 Address Inputs
Vs —> DQO-DQ7 [Data Inputs/Outputs
A CE# Chip Enable Input
AO-A14 DECODER SABE p P
I::> —/|  MEMORY ARRAY WE# Write Enable Input
OE# Output Enable Input
Vce Power Supply
ii Vss Ground
DQO-DQ7 { ) %?R%ﬂ# (Y COLUMN 1/0
A A
CE#
WEH CONTROL
OE# CIRCUIT

Data sheet: https//www.farnell.com/datasheets/1674430.pdf

SRAM

(2) AS6C6264
8K X 8 BIT LOW POWER CMOS SRAM
Access times: 55 ns

Wide range power supply : 2.7 ~ 5.5V
Fully static operation
Tri-state output

Operation current : 15mA , VCC = 3.0V Standby current : 1pA , VCC = 3.0V

The AS6C6264 is a 65,536-bit low power CMOS static random access memory
organized as 8,192 words by 8 bits. It is fabricated using very high performance,
high reliability CMOS technology. The AS6C6264 is well designed for low power
application, and particularly well suited for battery back-up nonvolatile memory

application


https://www.farnell.com/datasheets/1674430.pdf

PIN CONFIGURATION

J
NC ] 1 28 [ Vee
A2 [ 2 27 [ WE#
AT [ 3 26 [ CEZ2
As ] 4 25 1 A8
A5 ] 5 > 24 1 A9
A ] & w 23 [ AN
A3 ] 7 % 22 [ OE#
A2 ] 8 21 1 A10
()]
Al ] 9 N 20 [ CE#
A0 ] 10 i) 19 [ DQ7
DQO | 11 18 DQ6
DOt ] 12 17 [ DQ5
DQ2 ] 13 16 [ DQ4
Vss | 14 15 DQ3

FUNCTIONAL BLOCK DIAGRAM

Vee —»=
Vss —

AQ-A12

DQ0-DQ7

CE#
CE2
WE#
OE#

1l

DECODER

1!

MEMORY ARRAY

BKx8

1C

s

1/0 DATA
CIRCUIT

COLUMN I/O

A

CONTROL

A

CIRCUIT
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PIN DESCRIPTION

SYMBOL DESCRIPTION

AO - A12 Address Inputs
|IDQO - DQ7 |Data Inputs/Outputs
CE#, CE2 Chip Enable Inputs
WE# Write Enable Input
|OE# Output Enable Input
Vee |Power Supply

Vss Ground

INC |No Connection
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Ordering Codes

Operating | Speed
Alliance Organization | VCC range Package Temp ns
Commercial ~
AS6C6264-55PCN 8k x 8 2.7-5.5V _128pin 600mil PDIP 0°Cto70°C 55
Commercial ~
AS6C6264-555CN 8k x 8 2.7-5.5V__128pin 330mil SOP 0°Cto70°C 55
Industrial ~
AS6C6264-555IN 8k x 8 2.7-5.5V_|28pin 330mil SOP -40°C to 85° C 55
Commercial ~
AS6CE264-555TCN |8k x 8 2.7-5.5V__|28pin sTSOP (8 x 13.4 mm) 0°Cto70°C 55
Industrial ~
AS6C6264-555TIN 8k x 8 2.7-5.5V |28pin sTSOP (8 x 13.4 mm) -40°C to 85° C 55

Part numbering system

AS6C 6264 - 55 X X N
Temperature Range:
low Package Options: C = Commercial N = Lead
power (Device P = 28 pin 600 mil P-DIP (0°C to +70° C) Free ROHS
SRAM [Number lAccess|S = 28 pin 330 mil SOP I = Industrial Compliant
prefix |6264 Time |ST =28 pin sTSOP (8mm x 13.4 mm) (-40° to +85° C) Part

Data Sheet : httpsJ//docs.rs-online.com/64ba/0900766b80b7b917.pdf
Other examples: https//in.element14.com/c/semiconductors- ics/memory/sram

DRAM
MB8116 (MOS 16384-bit DRAM)

The Fujitsu MB8116 is a fully dynamic NMOS DRAM organized as 16384 one-bit
words.

Features:

16384x1 RAM

16 pin DIP

Silicon gate, single transistor cell, double poly NMOS
Low power 462mW (active), 20mW (stand by)

Cycle time: 375ns (minimum)

All inputs TTL compatible

Three state TTL Compatible output

128 refresh cycles
Operating Temperature: 0 to 70 degree



https://docs.rs-online.com/64ba/0900766b80b7b917.pdf
https://in.element14.com/c/semiconductors-ics/memory/sram
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PIN ASSIGNMENT

ves []° \_/ 16 [] vss

DmC? 5[] cas
wel[ |3 141 pour
ras []4 EE 1317 Ag
A0C5 52 12:A3
Az [ e - 1[7] As
A1E7 10:}‘*5
voo []8 8| ] vee

Data sheet: https://www.jameco.com/Jameco/Products/ProdDS/41339%20Fujitsu.pdf

KNOW MORE

Over the past 90 years, data storage evolved from magnetic drums and tapes to
hard disk drives, then to mixed media, flash, and finally cloud storage. That’s
where we are today, and as our storage needs increase, innovation continues to
evolve in multiple areas. Cloud option is good to handle big data and characterise
it at different ends all together. Big data is needed since now we are in 5G where
data is coming for smart vehicles, smart sensors others. Preprocessing data can
give us many timely alarms. For example- data from space satellites is
characterised to know exact weather conditions in the country. Data from space

satellites can give pre-calculated production of crops at different regions of the
country.

REFERENCES AND SUGGESTED READINGS

-Digital Design by M. Moris Mano and Michael D Ciletti, 5t edition, Pearson
-Digital Electronic_Circuits - Course (nptel.ac.in)

Dynamic QR Code for Further Reading

- QR codes embedded in the chapter



https://www.jameco.com/Jameco/Products/ProdDS/41339%20Fujitsu.pdf
https://onlinecourses.nptel.ac.in/noc21_ee10/preview

Data Converters

UNIT SPECIFICS

Through thisunit we have discussed the following aspects:

¢ Digital To Analog Converters(DAC): Types and Specifications

e Sample and Hold (S/H) Circuit;

¢ Analog-To-Digital Converters (ADC): Quantization and Encoding;
e Specifications and Types of ADC Converters;

e Example of ADC & DAC Converter ICs

The practical applications of the topics are discussed for generating further curiosity and
creativity as well as improving problem solving capacity.

Besides giving a large number of multiple choice questions as well as questions of short and
long answer types marked in two categories following lower and higher order of Bloom’s
taxonomy, assignments through a number of numerical problems, a list of references and
suggested readings are given in the unit so that one can go through them for practice. It is
important to note that for getting more information on various topics of interest some QR codes
have been provided in different sectionswhich can be scanned for relevant supportive knowledge.

After the related practical, based on the content, there is a “Know More” section. This
section has been carefully designed so that the supplementary information provided in this part
becomes beneficial for the users of the book. This section mainly highlights the initial activity,
examples of some interesting facts, analogy, history of the development of the subject focusing the
salient observations and finding, timelines starting from the development of the concemed topics
up to the recent time, applications of the subject matter for our day-to-day real life or/and
industrial applications on variety of aspects, case study related to environmental, sustainability,
social and ethical issues whichever applicable, and finally inquisitiveness and curiosity topics of
the unit.
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RATIONALE

This fundamental unit on converters helps students to get a primary idea about the digital to analogue (DAC) and from
analogue to digital (ADC) comverters. A DAC converter is crucial because it is required at the output of the majority of digital
svstents, where it converts a digital signal into analogue voltage or current so that it can be fed to a chart recorder, for
example, for measurement purposes, or a servo motor, for a control application. While ADC converters have a wide
range of uses as well. It functions as a crucial interface with a digital communication system for delivering analogue
data, where the analogue signal to be communicated is converted to digital at the sending end using an ADC converter.
This chapter discusses operational basics, the key performance criteria and their significance, as well as the many forms
and uses of digital-to-analogue and analogue-to-digital converters. Solved examples are used to effectively explain the
chapter.

PRE-REQUISITES

Boolean algebra, Combinational & Sequential circuits, Number system, memory

UNIT OUTCOMES
List of outcomes of this unit is as follows:
U6-0O1: Describe DAC

U6-02: Describe S/H Circuit;
U6-03: Describe ADC
U6-04: Specifications and Types of Converters

U6-05: Example of ADC Converter IC

EXPECTEDMAPPINGWITHCOURSEOUTCOMES
Unit-6 Outcomes (1-WeakCorrelation;2-Mediumcorrelation;3-StrongCorrelation)
CO-1 CO-2 CO-3 CO-4 CO-5 CO-6
U6-01 2 2 3 - - 3
U6-02 - - - - 2 3
U6-03 2 2 3 - - 3
U6-04 = = - - - 3
U6-05 - - - - - 3

“Knowledge will bring you the opportunity to make a difference.”
-CLAIRE FAGIN
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6.1 Introduction

Converters from digital to analog (DAC) and from analog to digital (ADC) are a
necessary component to interface between digital and analog devices. In addition to
having various applications, they are crucial components of any system, specially the
systems which has digital processing. A DAC converter is crucial for digitally processed
signals to be converted to analog for machine human interface, for example, speaker, or a
servo motor for a control application. A DAC converter is also crucial because it is a
crucial component of the majority of ADC converter types. ADC converters have a wide
range of uses as well. All digital read-out test and measurement equipment uses it without
fail. An ADC converter is a crucial and integral part of any digital multimeter, as well as
digital storage oscilloscopes, pH metres etc. The operational basics, the key performance
criteria and their significance, as well as the many forms and uses of DACs and ADCs
will all be covered in this UNIT.

Based on the conversion speed, DAC and ADC are of two types:

1. Nyquist rate converters:- If the speed of conversion is 1.5 to 10 times of its
bandwidth or 3 to 10 times of baseband frequency, ADC or DAC will be called as
Nyquist rate converter.

2. Oversampling converters:- If the speed of conversion is more than Nyquist rate
converters, ADC or DAC is known as oversampling converter.

6.2 Digital-to-Analog Converters (DAC)

When digital data is input (bo, b1, b2 etc.) a DAC converter translates it into analog
voltage or current that is proportionate to the weighted sum of the input bits bo, bz, bz,etc.
There are various types of DAC as discussed in the subsequent subsections.

6.2.1 Weighted Resistor DAC

A weighted register or binary weighted resister DAC generates an analog output that is
nearly equivalent to the digital input by utilising binary weighted resistors at the inverting
node of OPAMP based adder circuit as shown in Fig. 6.1.

Remember that a binary bits can only have one of two possible values that is, either O or
1. Allow bzbibo to be the 3-bit binary input. The Most Significant Bit (MSB) and Least
Significant Bit (LSB) are indicated here by the bits b, and bo, respectively. When the
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respective input bits equal "0", the digital switches in the above diagram will be
connected to the ground. Similar to this, when the relevant input bits are equal to "1", the
digital switches illustrated in the image will be linked to the negative reference voltage,
V. The non-inverting input terminal of an OPAMP is linked to the ground in the circuit
shown in Fig. 6.1. That indicates that “0” volts are applied to the non-inverting input
terminal of OPAMP which in turn makes the virtual ground at the inverting terminal.
Thus, Kirchhoff's Current Law at inverting node of OPAMP can be written as:

R¢
MW
v,
.+_
A |
22R 2R 2%R
bo by b
-Vp

Figure 6.1 Weighted Register DAC.

=0

0+ Vrbs 0+ Vb 0+ Vrbo 0— Vo
0 + 1 + 2 +
2°R 2'R 22R Ry

Wi Vi Virb Vi
M rbs Lo UEA rbo
R; 2°R 2'Rr 2R

by by by
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This equation represents the analog output Vo for a 3-bit binary weighted resistor DAC's
output. The binary input can take value from 000 to 111 and reference voltage Vr is
fixed. The above equation can be generalised for an N-bit binary DAC as -.

Ve [by 1  byvo by
:>V0:7{ 50 o1 Treocs N1

Although this DAC is easy to design but there are some drawbacks of this DAC such as:

1. There are N different resistors for N-bit DAC which are multiples of 2' for it" bit.

2. Since each resistor is different, so it is very tough to maintain accuracy in
multiples of 2' for " bit because tolerance parameter affects the value of any
resistor.

6.2.2 R-2R Ladder DAC Converter

This ADC uses R-2R Ladder network instead of N-different resistors. The R-2R Ladder
network uses just two resistors R and just double of that 2R for N-bit DAC. The DAC
circuit diagram is shown in Fig. 6.2 where the resistor network is connected to inverting
node of OPAMP while non-inverting terminal is grounded which in turn makes inverting
terminal as virtual a ground.

R
e AAAA, —
o
Vo g |55

..

-Vg

Figure 6.2 R-2R Ladder DAC
Remember that each of the two possible values for a binary number's bits can only occur

once. It's either LOW or HIGH. Assume b2bibo as binary input with b2 and bo presented
as MSB & LSB respectively. In the example above, when the matching input bits equal
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"0", the digital switches are connected to ground and for any bit is “1” that switch is
connected to “VR”. It is simple to determine the R-2R Ladder DAC's analog output
voltage values for specific binary input combinations. From the below Fig. 6.2, it is clear
that the current in bo branch is minimum (let’s say Io) and for every higher it bit, this
current is 2'.lo. This can be easily derived using KCL at every node. Thus, it gives the
result corresponding to the weighted resistor type DAC only.

A R-2R Ladder DAC has the following benefits:

1. There are only two resistor values included - R and 2R. So choosing and creating
more precise resistors is simple.

2. If the digital input contains more bits, then we must also include the necessary
number of R-2R sections.

Example 1. bybiby=100:- Here since b;by=00, therefore total resistance seen at Vo =
2R||2R = R and resistance seen at V1= (R+R)||2R = R. Since by=1, so it is connected
to —VRr. So, V2 = 2R/(2R+R+R)*( —VR) = ( —VR)/2 which is input voltage for
inverting terminal. Now using inverting terminal OPAMP formula -

2R
Vo=——7V;= Vg

Example 2. bybiby=110:- Here, more than one bit is HIGH, so superposition theorem is
to be used to calculate the net Vo.

Case 1: Assume byb;bp=100: in this case the partial output is same as obtained in the
previous example. Therefore due to MSB = 1, output is

V=V,

Case 2: Assume bob1bpy=010: Here since by=0, therefore total resistance seen at Vo =
2R||2R = R. Take the R-2R ladder out and solve to find Vo.
Applying nodal analysis at V1-
V", V', +Vg V",

=0

R+R'~ 2R ' 3R

- 1 \2r"2r"3R) T " 2R

ey, — VR/Z 3 (_ VR)
27273

From voltage division rule V", = 2’;*:1" = 2(5(ﬁ)) or V', = (ﬁ)
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Now using inverting mode OPAMP formula output due to b bit is given as

2R V V
ro-ine o) ()
R 4 2
Thus the total output can be obtained by using the superposition theorem-
VO = VOI + VO” = 1.5VR
Note: It can be noted that the V2 nodal voltage is — VZ—R for MSB=1 and keeps on reducing
by a factor of two for subsequent bits. Likewise it can be obtained for bo=1 case that

V 299 V
Vo= —-£ and Vo =-£,
8 4

Thus for “111” inputs Vo="2 + =8 + Z2= 1.75 Vg,

6.3 DAC Converter Specifications.

Resolution, precision, dynamic range, conversion speed, integrated nonlinearity (INL)
and differential nonlinearity (DNL), and monotonicity are among the main
performance parameters of a DAC converter.

6.3.1 Resolution

In an n-bit DAC's resolution is the quantity of all states (2N) into which the full-scale
voltage (Vrer) or current range is divided. The resolution improves with increasing bit
count. There are 256 resolvable levels in an 8-bit DAC. It is claimed to have an eight-bit
resolution, or (1/256)*100 = 0.39%, as its percentage resolution. A 12-bit DAC's
percentage resolution would be (1/4096)*100 = 0.0244%. Typically, the resolution of an
N-bit DAC is given in Volts -

V
Viss= "¢ / N

For the two scenarios, the resolution in millivolts for V... = 10 V is roughly 40 mV &
2.4 mV for 8 & 12-bit DAC respectively. 1 LSB is defined as 1-digital level for DAC

which is a unitlss quantity and mathematically can be represented as (sometimes
resolution is defined as 1 LSB)

<

1
ILSB= =5 = —
Vi 2




Digital Electronics| 192

6.3.2 Accuracy

Accuracy is decided by deviation in actual output from the ideal one. Gain error (also
known as full-scale error), offset error (also known as zero-scale error), nonlinearity
errors, and a drift of all components are examples of error sources. The gain & offset
errors are presented in Fig. 6.3, these are generally measured in LSB units. Foe example
for V.., =5 V, an accuracy of 0.1% would imply that there can be maximum 5 mV
deviation in the actual and ideal analog output.

6.3.3 Settling Time

When there is a change in a digital input, the analog output must have had enough time to
settle within the permissible error band before its final value. This is known as the
settling time. Several microseconds is the settling time of general-purpose DAC
converters, while a few nanoseconds is the settling time of high-speed DAC converters.
For instance, Analog Devices USA's AD 9768 type of DAC converter has 5 ns settling
time criteria.

1 Ideal
| // Actual
/
1
H / H
a =1
o 2
g Gain / é’
]
g Error/ =
/ : / Offset Error
! ’
/
Digital Input Digital Input
(a) (b)

Figure 6.3(a) Gain error and (b) offset error.

6.3.4 Dynamic Range

In terms of decibels, this is the ratio of the highest output sinusoidal signal to the lowest
noise plus distortion present at the output which can at least produce 1LSB. It is
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20*logio(2N) for linear DAC converters, which is roughly equivalent to 6N decibel,
where n- is the number of bits in DAC. It is commonly 66 or 72 dB for companding-type
DACs.

6.3.4 Monotonicity

A perfect DAC must increase the analog output for increasing the binary input word, as
shown in Fig. 6.4. Monotonicity implies that the output of DAC will always have one
sign for its Vin versus Vou Slope. It ensures monotonicity if the DAC's DNL error <
(twice its worst-case INL) i.e. 1 LSB OR DAC must have INL lesser than equal to 0.5
LSB.

DA
Converter Analog
P

Drigital /P

Counter

Figure 6.4 Monotonicity ina DAC converter.
6.3.5 Integrated Nonlinearity and Differential Nonlinearity

Integrated nonlinearity (INL) is defined as deviation of analog output voltage from ideal
straight line output. INL can be up to £0.5 LSB for error free conversion.

The worst-case departure of any consecutive analog outputs from the ideal step size is
known as differential nonlinearity (DNL). DNL can be +1 LSB in worst case for error
free conversion. DNL is the difference between consecutive INL errors.

6.3.6 Offset Error

DAC's output should ideally be zero wvolts when its binary input is exclusively zeroes.
Offset error is the term for the very little output voltage that will actually exist in this
circumstance. If this offset issue is not fixed, it will be added to all input cases' predicted
DAC outputs. Both positive and negative offset errors are possible. The external offset
adjustment found on many DACs enables you to zero the offset. Typically, to do this, all
zeros are applied to the DAC mput, and the output is brought as near as possible to “0”
using an offset adjustment with the help of potentiometer.
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Assume Vrer = 10 V and R = R = 10 kQ.
Determine the resolution and full-scale output
for binary weighted DAC. Assume that Ry is
much smaller than R.

Answer & Explanation:

The Io = Vree/R = 1 mA. This is the weight of the MSB. The other
three currents will be 0.5, 0.25, and 0.125 mA. The LSB 1s 0.125
mA, which is also the resolution. The full-scale output will occur
when the binary inputs are all HIGH so that each current switch is
closed and Tour =1 + 0.5 + 0.25 + 0.125 = 1.875 mA. Note that the
output current is proportional to Veer. If Vrer is increased or
decreased, the resolution and full-scale output will change
proportionally.

mV.

difference from ideal data.
Removing offset and gain error —

ideal one-

Consider a 2-bit DAC with Vrer = 2 V, with the measured values {0.011:0.507 : 1.002 : 1.501}. Find-
1. Offsetand gain errorin LSB 2. INL and DNL errors (in LSB)

Solution- Given that 2-bit DAC win V=2 V thus

Viss =2/2%2 =0.5V; Unit less 1 LSB = Visg/ Vet = 0.25; The data is given in terms of voltage-

Ideal data set (in terms of voltage) = { 0: Vi.ss : 2Vise : 3Vise } ={0: 0.5 :1.0 :1.5}
1. Offset error :since the starting of actual data is 0.011 V instead of 0 V. Thus offset error =11

In terms of LSB offset =11 mV/ Viss = 0.022 LSB
Gainerror =(1.501-0.011) - (1.5-0)=-0.01V

Gain errorin LSB =(1.501-0.011)/Viss -(22-1) =-0.02 LSB or -0.01 /0.5 =-0.02 LSB
2. INL can be obtained by removing offset and gain error from actual data and then finding the

For example data corresponding to 1.002 V can be obtained as —

1.01 - offset — gain*2 /(22-1) =1.001-0.011+0.01*2/3= 0.996 V or 1.993 LSB
Thus offset free and gain free values will be (in terms of voltage)

{0 : 0.499 : 0.996 :1.5%} orIn terms of LSB {0:0.9986 :1.993: 3}

thus INL is (in LSB) can be obtained from finding the difference of actual dat from the

{0:0.9986 -1: 1.993-1:3-3} = {0: -0.0014:-0.007 :0}
DNL (in LSB) ={-0.0014:-0.0056 :0.007}
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A 5-bit DAC converter produces Vour = 0.2 V
for a digital input of 0001. Find the value of
Vout for an input of 11111.

Answer & Explanation

Obviously, 0.2 V is the weight of the LSB. Thus, the weights of the
other bits must be 0.4 V, 0.8 V, 1.6 V, and 3.2 V respectively. For a
digital input of 11111, then, the value of Vour will be 3.2 V+ 1.6 V+

08V+04V+02V=62V.

For the DAC of Example 2.3 determine Vour for
a digital input of 10001.

Answer & Explanation:

The step size is 0.2 V, which is the proportionality factor K. The
digital input is 10001 = 1710. Thus we have : VOUT = (0.2 V) x 17
=34V

A 10-bit DAC has a step size of 10 mV.
Determine the full-scale output voltage and the
percentage resolution.

Answer & Explanation:

With 10 bits, there will be 21° - 1 = 1023 steps of 10mV each. The
fullscale output will therefore be 10mV x 1023 = 10.23 V and %
resolution =10 mV/ 10.23 Vx 100% = 0.1%

For an N-bit binary input code the total number of steps is 2N -1.
Thus, for the previous example, % resolution =1 / (21 — 1)x 100%
~ 0.1%

A certain 8-bit DAC has a full-scale output of
2mA and a full-scale error of + 0.5% F.S. What
is the range of possible outputs for an input of
10000000? A certain 8-bit DAC has a full-scale
output of 2mA and a full-scale error of + 0.5%
F.S. What is the range of possible outputs for an
input of 10000000?

Answer & Explanation:

The step size is 2mA/255 = 7.84 pA. Since 10000000 = 12810, the
ideal output should be 128 x 7.84 nA. The error can be as much as +
0.5% x 2mA = + 10pA Thus, the actual output can deviate by this
amount from the ideal 1004pA , so the actual output can be anywhere
from 994 to 1014 pA.

6.4 Useful Circuits for ADC Converters
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Electrical analog signals are converted to digital signals for data processing using analog
to digital converters (ADC). The largest ADC converter portfolio in the market is
provided by analog devices with solutions that meet requirements for performance,
power, cost and size. Symbolic representation for ADC is shown in Fig. 6.5.

41—0Q
AD’C3 7 Digital
Analogue 20 Outputs
Input
1—aQ
-

Figure 6.5 Symbolic representation of analog to digital converter (ADC).

ADC conwverters, which are the best in the world, provide for precise and dependable
conversion performance in a variety of applications including healthcare, energy,
communications, instrumentation and measurement, industrial automation, motor and
power control and aerospace/defence. The engineer can access a number of ADC
converter resources to help at every stage of the project from component selection
through circuit design.

Sample and Hold circuits, Quantization and encoding are very basic circuits used for
ADCs.

6.4.1 Sample and Hold Circuit

The Sample and Hold (S/H) circuit is basic input circuit for ADC. S/H circuit creates
voltage samples from input and then holds those samples for a set period of time. The
sampling time refers to the period of time when the sample and hold circuit generates a
sample of the input signal. Similar to this, holding time refers to how long the circuit
keeps the sampled value in memory. The holding time can take on whatever value as
necessary by the application, while the sampling time is typically between 1 and 14
seconds.

With the aid of an operational amplifier, the sample and hold circuit schematic is given in
Fig. 6.6(b). The circuit schematic makes clear that a switch is used to link two OP-
AMPS. The sampling process will start when the switch is closed, and the holding effect
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will start when the switch is opened and the data is hold on the capacitor connected at the
input of another OPAMP.

(b)

(a)

Vi SEmpéeandHnld J’_'% AI _> / AO
IFcuit

!

B M| B|H[5 |H|S|H|S C

Figure 6.6 (a) Sample and Hold Circuit block diagram (b) Circuit diagram ofS/H Circuit using OP-AMP.
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Figure 6.7 Practical Circuit diagram and output ofS/H Circuit.

Working of Sample and Hold Circuit:

A simplest form of S/H circuit is a resistor —capacitor connected in series where the input
is applied at the resistor and output is taken at the capacitor. The same circuit is presented

in Fig. 6.6 in a modified format. The output is held constant during the OFF period of the
clock.

A high precision unity gain OPAMP, a capacitor to store and retain the electric charge,

and an N-channel enhancement type MOSFET are the primary parts of a practical S/H
circuit as shown in Fig. 6.6.
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As a switching component, the N-channel Enhancement MOSFET will be employed.
Through its drain terminal, the analog input (Al) voltage is applied, and through its gate
terminal, the control voltage (C) is applied. The MOSFET will be switched to the ON
state when the C=1 is supplied and hold capacitor (CH) gets charged to its maximum
through MOSFET. When C=0 the MOSFET is OFF which results to stops charging for
capacitor Cn. Since the input impedance of the OPAMP is very high therefore the
capacitor Cn does not discharge and this is the HOLD phase for the S/H circuit. The
sampling period is the length of time during which input voltage samples are created.
During the holding phase, the OPAMP’s output is processed. Thus, holding period is
important for OP-AMPs. S/H circuit is used in Signal Constructional Filters, Sampling
Oscilloscopes, Analog Signal Processing, Data Distribution System, Data Conversion
System, Digital Voltmeters etc.

It must be noted that the input data is kept constant for the sampling time when C=1 in
positive pulse.

6.4.2. Quantization and Encoding

Quantizing and Encoding is used after S/H circuits in ADCs. Quantization is the
procedure by which the input signal is matched with the appropriate discrete quantum
after the reference signal has been divided into multiple quantization levels. While in
Encoding each quantum (quantization levels) will be given a special digital code which
will then be used to identify the input signal level. Figure 6.8 provides an example of
guantization noise and quantizing levels and corresponding encoding.

It can be noted here that the entire range of voltage in an interval is represented by a
single digital value. As a result, there will be an error, known as a quantization error
(o,) permitted up to +0.5 LSB as is clear from Figure 6.8(a). This is the noise that the
quantization procedure introduced. The quantization levels are 2N for N —bit resolution
ADC and step size (A)= Vrer/2N.

For example in 3-bit resolution there will be 23= 8 quantization levels with step size (A) =

Vref/28 (=10/8=1.25 V for below graph)voltage difference for every next code in

sequence. While in 16-bit ADC total quantization levels are 216 with step size (A) =

Vref/216 voltage difference between levels. For Fig. 6.8(b), A =V(ef/216 = 152 WV voltage

for each level. It can also be noted from the below graphs that more the resolution more

the accuracy for ADC. Uniform power density function (PDF) for quantization noise
AZ

introduced is given by 6,2 = oL
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Figure 6.8: (a) Quantization noise (b) Quantization levels and encoding.

6.5 Specifications for ADC
The main performance parameters for an ADC converter are discussed in this section.

6.5.1 Resolution

An ADC's resolution is the amount of analog input voltage change necessary to advance
its digital output from one code to the next higher code. One component can be resolved
by an N-bit ADC conwverter in 2N. It can be specified in bits or as a percentage of the full
scale range (FSR) of voltage. For instance, one part in 256, 0.4% of FSR, or simply 8-bits
resolution can be used to describe the resolution of an eight-bit ADC converter.

6.5.2 Gain and Offset Errors

The discrepancy between the actual and ideal FSR voltages is known as the gain error.
Both LSBs and a percentage FSR are used to express it. When an ADC converter is
working in bipolar mode, the offset error is the error at analog zero. It is quantified in
LSBs or in percentage of FSR.

6.5.3 Gain and Offset drifts

The variation in the FSR transition voltage over the course of the whole operational
temperature range is known as gain drift. For an ADC converter operating in bipolar
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mode, the offset drift is the variation in the analog zero caused by temperature. Typically,
it is stated as ppm of FSR or LSBs per degree Celsius.

6.5.4 Accuracy

The accuracy s specifies quantization error of the ADC converter, mostly from the
comparator and ladder resistors as shown in Fig. 6.9. Gain, offset, and quantization
problems make up the majority of these mistakes. Actual analog input and the ideal
equivalent of the output code that corresponds to actual analog input are both described
by accuracy.

6.5.5 Sampling Frequency and Aliasing Phenomenon

According to sampling theorem Nyquist criteria the analog signal is sampled at least
twice the baseband frequency of input signal (Nyquist criteria). The quantization
error, however, imposes a limit on the signal reproduction's accuracy. The replication of
the signal is not an accurate representation of the original signal if the sampling rate is
violating Nyquist criteria, leading to the formation of these fictitious signals, also
known as aliases. The analog input passed through low-pass filtter (LPF) to eliminate all
frequency components above half the sampling rate in order to prevent the aliasing issue.
Al practical ADC converters employ this analog filter, known as an anti-aliasing filter.

6.5.6 Quantization Error

In section 6.4.2, quantization error is discussed. It can be understood by the below Fig.
6.9. this is the error between original analog input signal and the recreated analog
input signal from ADC-DAC conversion. For N-bit ADC step size (A) = Vier/2N
and uniform power density function (PDF) for quantization noise introduced is

2

given by 6,2 = %.

6.5.7 Integral Nonlinearity

Integral non-linearity (INL) indicates how actual output deviates from a linear transfer

curve. Gain, offset, and quantization mistakes are not considered nonlinearity errors. It
can be expressed in LSBs or as a percentage of FSR.
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Figure 6.9 Quantization error voltage output.

6.5.8 Conversion Time

This is the total time that passes between the instant the conversion signal starts and the

moment the conversion complete signal appears. It varies from milliseconds to
nanoseconds for different ADCs.

6.5.9 Aperture and Acquisition Times

The aperture time is the amount of time needed for the switch (MOSFET) to ON after the
hold signal in S/H circuit is present. The time needed for the switch (MOSFET) to OFF
and retain the signal in Cn in form of in S/H circuit is called acquisition time. The ideal
value for both times is 0. Thus, along with the conversion time, the aperture and
acquisition periods also affect the maximum sampling frequency.

6.6 Types of ADC Converter

There are various ADCs, which vary in the speed of operation, accuracy and complexity.
A few of these are explained here. ADCs are having a huge market size and a lot of
applications in various domains. Broadly, there are two types of ADCs-

1. Voltage domain ADCs such as- FLASH ADC, SAR ADC, pipeline ADC. There
are certain problems with voltage domain ADCs which can be overcome by time
domain ADCs.

a. Transistors are optimized from digital design’s perspective

Threshold voltage does not scale linearly with power supply

State-of-the-art processes have smaller gain transistors

High speed and resolution is usually achieved using pipelining

Pipelined ADC performance is dependent on OPAMP

O o0 o

2. Time domain ADCs such as -Dual slope ADC,V to F ADC, V to T ADC etc.,



Digital Electronics| 202

can overcome the above listed many issues.
6.6.1 FLASH ADC

Flash ADC circuit, which is also known as the Parallel Comparator ADC, is the easiest

and fastest ADC of voltage domain type ADC. It consists of a resistive voltage divider to
set corresponding

VRer Vin 2-Bit Flash
o Analog to Digital
1
R/2 Converter
[ Working for Flash ADC
R B,
. Encoder Encoder
R Input(Vin) | input(v3v2v1yo) | output(B1B0)
Bo  [<os5v 1111 "0Q"
0.5<Vin<1.5 1110 "01"
1.5<Vin<2.5 1100 "10"
2.5<Vin<3.5 1000 "11"

Quantization  Correction &Encoding

(Comparison)

R
R/2 % Input Bubble Error , Digital

Figure 6.10 Two bit Flash ADC and it’s working assuming Vyer =4 V.

reference level followed by a set of comparators, each of which assesses the input signal
against a different reference voltage level as shown in Fig. 6.10. The priority encoder
circuit, which generates a binary output, is connected to the comparator outputs at its
inputs. An example of a 2-bit flash ADC and its working using priority encoder circuit is
shown in Fig. 6.10. Here R/2 resistances are taken to give the rage of reference levels
from Vise/2 to Vief - Vise/2.

If instead of two R/2 resistances, “R” resistance is taken at the bottom only this will lead
the range of reference levels from 0 to Vier - Viss only which is not giving the scope for

“-0.5 LSB” error for “0” reference level. The Priority encoder inputs are taken active
LOW and outputs are active HIGH as shown in Table listed in Fig. 6.10.

The Flash ADC circuit includes a precision voltage regulator that supplies Vrer, a stable
reference voltage that is not included in the schematic. The comparator outputs will
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successively become saturated to a high state as the analog input voltage rises over the
reference level value at each comparator. The highest-order active input is used by the
priority encoder to generate a binary number while disregarding all other active inputs.

The speed of Flash ADC is only constrained by gate propagation delays, comparator &
latches. 2N comparators are needed for this N-bit flash ADC. It would take 8, 16
comparators for a three/four-bit Flash ADC version respectively. The flash converter also
has a non-linear output feature, which is a benefit that is frequently missed. Increasing
number of bits makes the Flash ADC more complex circuit.

Drawbacks of Flash ADC-

e The exponential growth of comparators & resistors makes it “costly” as a function
of resolution.
e Bubble error
e Less accuracy
e Costis increased due to increment in the following-
o comparator kickback noise — which is unwanted
o power consumption —more number of comparators lead to consume more
power
o input capacitance- Increases conversion time and loading effect
o chip area and difficulties in routing the signals

6.6.2 Successive Approximation (SAR) ADC

The successive approximation type ADC converter only attempts one bit at a time to
approximate the analog signal that will be converted to digital data. It is a voltage domain
type ADC. A very unique counter circuit called a successive-approximation register
(SAR) is the only modification to this design. The block diagram for SAR ADC is shown
in Fig. 6.11. This SAR register counts by testing all bit values starting with the MSB and
ending with the LSB, it decides only “1” bit in one cycle. The SAR compares Vin with
Vpc in it" cycle to decide the it bit as per Fig. 6.12. The register counts in the same way
as the 'trial-and-fit" method of converting numbers from decimal to binary, which
involves attempting various bit values from MSB to LSB until a digital binary word is
obtained that is equal to the initial analog input. The advantage of this counting method is
that it yields results much more quickly like binary search algorithm.
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Figure 6.11 Successive Approximation ADC Converter.

Note: that the SAR typically has the ability to output binary numbers in serial format,
negating the requirement for a shift register.

SAR ADC Working

The algorithm for SAR ADC can be summarised in the following steps (assume 4-bit
ADC), also explained in Fig. 6.12.

1. Set MSB =1 and rest all to “0” thus 1000 is the input bit set which has
corresponding voltage Vbc =Vref/2 obtained as output of DAC. (This is equivalent
to divide complete voltage rage in two parts)
2. Compare Vin with Vpc- (assume bz is MSB)
a. If Vin > Vpc Keep this bit bi= 1 and Vbc =Vpc + Vier/21*1
b. Else reset bi=0 and Vbc = Vbc - Vref/21*1

3. Assume next bi+1 =1 and repeat step 2 for all bits.

4. The bit set obtained finally is the output of ADC

Advantages of SAR ADC Disadvantages of SAR
ADC
- Moderate speed of operation but better - Design complexity
accuracy
- Low power - Higher cost
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SAR ADC is most widely used due to its better speed and accuracy. It is used in sensors,
medical applications to be implanted in patients due to low power, smart watches etc. Its
general speed range is 2-5 mega samples per second (MSPS) & found in resolution of 8-

16 bits generally.
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Figure 6.13 Counter type ADC converter.
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Working of Counter type ADC-The output of the DAC is zero (Vpac = 0) at the
beginning of every conversion Vin sample. Therefore, the comparator's output is HIGH
regardless of the input voltage (Vin) provided to the positive terminal of the comparator.
It is HIGH, which enables the AND gate and permits the clock pulse to pass. The clock
pulses are then started to count by the counter. The DAC computes the decimal
equivalent of its binary input from the output of the counter. As of now, the output of the
DAC, Vbac, rises stepwise while being continually compared to the input, Vin. As long
as Vin exceeds Vpac, the counter will continue to run. Vi, >Vpac, causes the AND gate to
be disabled and the comparator output to become LOW, making AND gate output LOW
thus blocking the clock pulses for counter which stops the counter at that value of Vpac.

Additionally, the control block detects this transition of AND gate from HIGH to LOW
and RESETSs the counter by applying a LOW signal to the CLEAR pin of counter. The
counter's final output, which is the digital binary output of the specified input voltage, is
latched simultaneously. As a result, the fundamental working concept of the counter-type
ADC is to continue counting clock pulses until the input exceeds the DAC output i.e. Vin
>Vpac,at which point the counter is RESET and the most recent count is latched and
taken at output.

When the input voltage is in lower range, the conversion time is at its fastest. When all
bits are 1, the DAC outputs at FSR. The counter requires 2N-1 clock pulses, where N is
the number of bits, to reach all ones from all zeroes. Thus, the maximum conversion time
is equal to (2N-1)Tc.

Advantages and Disadvantages:

e The counter-type ADC is straightforward and user-friendly. It is extremely
precise, and adding more bits will increase the precision. Despite the market's
abundance of complex ADCs, the counter-type ADC strikes a good compromise
between precise output and affordable hardware prices.

e This ADC's primary flaw is that each time a new conversion begins, the counter is
RESET and must begin counting from zero. The conversion time is important as a
result. As it won't be able to convert the analog signal to digital binary in real
time, it cannot withstand high-frequency input. When the input voltage is
equivalent to the DAC's full-scale output range, the worst case scenario happens.
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6.6.4 Dual Slope ADC Converter

It is a type of integrator type ADC. It has low speed but high accuracy & it is time
domain ADC. It is reasonably cheap and lesser complex. Assume clock period is Teik and
clock frequency is foak for counter. This ADC works in two phases which are mentioned
below for N-bit dual slope ADC. Before starting the conversion Sz is used to clear any
charge stored in capacitor Ci.

Phase I- In this phase, a time Ti= 2N*Tck is chosen for N-bit counter. The switch Si is
connected to analog sampled input (-Vin) and Sz is OPENED as presented in Fig. 6.14.
This lets the capacitor to charge and the output is determined using the inverting mode

OPAMP formula-
C — (SE)
1
“Vin Sy R . Comparator b
s i B I~ b,
Vit % ontro P ounter|—b;
J___ logic :
(Vi, is held constant during conversion.) Dy
Clock 4 ‘
flk = __1_._ p Buul
<
Tclk
Figure 6.14 Block schematic representation of a dual-slope ADC converter.
t
(=Vin) Vin
V.(t) = — dt = —.t
< (0) j RC RC
0

This is an equation of line with variable slope %”:‘. Thus, phase I, has variable slope of
line which changes as per Vin variations can be understood from Fig. 6.15.

Since this V,(t) < 0 which in turn gives HIGH output for 2" OPAMP & the control
logic starts the counter. Thus counter starts counting from “0” at t=0.

The maximum output voltage when t=Tz is given as-
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174 174
V,(Max) = R—‘g T, = R—lg 2N

And counter has counted corresponding 2" states in this duration.

Vi A

Phase (I) Phase (1)

{Constant slope)

<> hTime

T, (Three values for three inputs)

Figure 6.15 Operation of Dual-slope ADC for different input voltages.

Phase 11. Once the time t=T: is reached, phase Il of ADC starts by connecting S1 to the
reference voltage (Vrer) using the control logic and RESETs counter to “0” state. Since
“Vref” has opposite polarity from —V;,, so the capacitor starts discharging. Once the

capacitor has discharged to “0”, the 2" comparator (OPAMP) output goes LOW which
stops the counter with the help of control logic, this ends the Phase II.

Let’s assume it takes T2 time to discharge the capacitor. Thus, in phase Il, capacitor
output Vx(t) can be written as -
t

__ [ Veer
V(0 = J L+ V,(T)

T,

V. v
V() = R%JNTM - };—ecf. (t—T))

Here it is to be noted that the phase Il line slope is constant (— Vﬁﬁ). Therefore, phase Il
is also called constant phase.
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Since V,.(t) = 0, is the end of phase Il, when t= T1+ Tatime. Thus the above equation can
be written for t=Ti+ T2 as—

V. /4
0= R_lg-'zNTclk — 1;? T,
V. V.
=>T, =Nt =T
2 Vref clk VLSB clk
or T Vi

Ten Viss

Since Vvi is the corresponding digital level and at the end of the Phase Il, the counter
LSB

has reached to digital count state corresponding to input.

Dual slope ADC has very good accuracy & noise immunity but slower in speed (due to
extra T1 time in phase I). It is used in digital multimeters and temperature transducers.

6.6.5 ADC Converter Using Voltage to Frequency

It is a time domain ADC & woltage control oscillator (VCO) with frequency to digital
converter are the main blocks in this as shown in Fig. 6.16. VCO gives frequency
proportional to analog input voltage and then frequency to digital converter will convert
that proportional frequency to digital word. The best thing in this is that it is complete
digital circuit. It has very simple architecture. It have certain disadvantages- (a) the VCO
linearity is hard to maintain (b) range of VCO frequencies is limited (c) to improve
signal to noise ratio (SNR), it requires post processing.

Frequency to

Digital L
Vi Fout | Converter Digital
Output

Voltage Controlled
Oscillator

Figure 6.16 Voltage to Frequency converter ADC .
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6.6.5 ADC Converter Using Voltage to Time

The fundamental voltage-to-time conversion type of an ADC is depicted in Fig. 6.17. It
has two blocks- (a) voltage to time converter (VTC) & (b) time to digital converter
(TDC). The VTC accepts the analog sampled input and converts this to time (it can use
an integrator as shown in dual slope ADC). Once this conversion is done the TDC
converts that time to digital word.

------------------------------------------------------

Analog Start
Input &
- VTC TDC i= Output
Stop i. N Bits
—

“ start 1 LT L
“stop LT

Figure 6.17 ADC converter using voltage to time converter.
Advantagesof Vto T ADC:-

1. Analog and digital sections are separated to better noise immunity

2. Analog section can be made lesser complex
3. Low power high speed ADC can be designed

Disadvantages of Vto T ADC:-

1. VTC is highly sensitive, so design carefully for linearity and noise immunity
perspectives.
2. Hybrid technique must be employed for higher linearity.

6.7 Example of ADC & DAC Converter IC

6.7.1 ADC3564

The basic block diagram & pin diagram for ADC356X series ADCs is given in the below
Fig. 6.18. It is a 40 pin IC which has ultra-low power, high speed, low noise.
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ADC3564 is a 14-bit ADC with 125 MSPS speed. ADCs with similar structure are
ADC3561, ADC3562, & ADC3563. These ADCs are 16 bit ADCs and speed is 10,
25 & 65 MSPS respectively for each. ADC3564 has serial output data and can work

at a wide temperature rage. The datasheet and other details for this IC can be found
at - ADC3564 datasheet | Tl.com

REFBUF . 1.2V REF
; Digital Downconverter
VREF . Crosspoint | —
Switch
NCO
AN ADC u " ¢ - -l
16bit O \|E] > DCLKIN
-lel
Dig I/F >
VeM 0.95V SL%S ol
¥ onot
\ § DBO/L
CLK /
= a B8 = =2 =z 2 &
= (%] ) = = = o o & &
L) = = (=) =T wl =] (=) [ [
] [l [ [ E E B B E E
PDN/SYMNC ] 1oWDD
VREE ! k FOLKM
REFGMD FCLKP
REFBUF MC

IOGMD
DCLEINP
DCLKINM
DCLKP
DCLKM

GMND PAD (backside)
————————————————— 1OWDD

8] Te] o el B[] [o] [o] o] [

B

= o = = = = o .

5 = = & = w1 = = = =
= = = (=1

Figure 6.18 Block diagram for ADC356X series by Tl & pin diagram for ADC3564.


https://www.ti.com/document-viewer/adc3564/datasheet
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Applications- ADC3564 has typical applications in — spectroscopy, smart grid, radar,
thermal imaging etc.

6.7.2 SAR ADC MAX19777

This is SAR ADC provided by Maxim Integrated Company. MAX19777 ADC is dual
channel and uses 2X1 MUX to select any one channel. It is a low power 8-pin ADC
available in wafer level packaging (WLP). It has very good figures of merit. It can be
used conveniently. It has feature set like — speed is 3 MSPS, wide temperature range,
serial peripheral interface, low power consumption. More details about this IC can be
found at - MAX19777-3Msps, Low-Power, Serial 12-Bit ADC (maximintegrated.com).

Applications- medical, communication, data acquisition, portable data logging etc.
Other few examples of ADC ICs are - AD ADC 800, AD ADC 80, AD ADC 84 etc.

Vpp
== MAX19777
€S CONTROL
SCLK LOGIC

R,

OUTPUT DOUT
BUFFER

SAR  ——»

CHSEL T
AIN1 N\
AIN2 MUX+— CDAC >

/

V

GND
Figure 6.19 Functional diagram of MAX19777 SAR ADC.



https://datasheets.maximintegrated.com/en/ds/MAX19777.pdf
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Figure 6.20 Functional block diagram & pindiagram for DAC M AX555016 pinIC.

6.7.3 DAC MAX5550

This is a 10 bit dual channel DAC with high output current carrying capability. So this
DAC IC can be used for high output current applications. It provides serial
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interfacing. It is 16 pin IC and monotonic over the complete operating temperature
ranges. Its output current can be programmed to change. It’s functional block
diagram & pin diagram are presented in Fig. 6.20. A more details about this IC can
be found at -
MAX5550 DS (maximintegrated.com)

Applications-VCO tuning, RF attenuator control.

6.7.4. DAC 712

DAC712 is a 28-pin dual-in-package (DIP) DAC IC provided by TI company, which is
completely monotonic over complete temperature range with 16-bit resolution. It is a
high speed DAC with output range £10 V. DAC712 also has the facility to adjust the gain
and offset error. Fig. 6.21 shows functional and pin diagrams for DAC712. More details
about it can be found at -  httpsy//bit.ly/3EF]XHmM or scan the below QR code for more
details.

DBO DB15 DCOM E 28| LSBDO

— Soepeee woou 2] 2] o

EO Input Latch Vour E EJ b2

: Offset Adjust E a D3

W—AHG: *y Vaer out E E D4

m Gain Adjust E E D5

O__ D/A Latch Wiy E E o

DAC712

Vgo E 21| p7

el CLR E E D8

%ﬁfﬂfe 16:8it D/A Converter v W [1o] o] s

out A E E D10

i Wt & [12] 7] on

l l l D15 MSB E E D12

Gain Adjust Vegrour Bipolar Offset Adjust D4 E E D13
+Hov

Figure 6.21 Functional block diagram & pindiagram for DAC712 -16 pinIC.



https://datasheets.maximintegrated.com/en/ds/MAX5550.pdf
https://bit.ly/3EFjXHm
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A specific 8-bit ADC with a full-scale input of 2.55 V
(Va = 2.55 V yields an output of 11111111 on the
digital scale). It has a 0.1% F.S. defined error.
Calculate the largest possible difference between the
analogue input and Vax output.

Answer & Explanation:

The step size is 2.55 V/ (2% - 1), which is exactly 10 mV. This
means that even if the DAC has no inaccuracies, the VAX
output could be off by as much as 10 mV because VAX. can
change only in 10-mV steps; this is the quantization error. The
specified error of 0.1% F.S. is 0.1% x 2.55 V= 2.55 mV.
This means that the VAX value can be off by as much as 2.55
mV because of component inaccuracies. Thus, the total
possible error could be as much as 10 mV + 2.55 mV =12.55

mV.

Answer & Explanation:

A 10-bit ADC converter of the successive
approximation type has a resolution (or
quantization error)

of 10 mV. Determine the digital output for
an analogue input of 4.365 V.

In the case of a successive approximation type ADC converter, the final
analogue output of its DAC

converter portion always settles at a value below the analogue input
voltage to be digitized within

the resolution of the converter.

* The analogue input voltage = 4.365 V.

» The resolution =10 mV.

* The number of steps = 4.365/(10 = 10-3 = 436.5.

» Step number 436 will produce a DAC converter output of 436 x 10 =
4360mV = 436V, and step

number 437 will produce a DACconverter of 4.37 V.

* The ADC converter will settle at step 436.

» The digital output will be the binary equivalent 0f(436)10 which is
0110110100.

Compare the average conversion time of an eight-bit
counter-type ADC converter with that of an eight-bit
successive approximation type ADC converter if both are
working at a 10 MHz clock frequency.

Answer & Explanation: The clock time period = 0.1 s.

+ The average conversion time in the case of a counter-type
ADC converter is given by

[(28-1)/2x0.1=12.75 pus.

+ The conversion time in the case of a successive
approximation type ADC converter is given by
8x0.1=08ps.
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UNIT SUMMARY

In this unit, digital to analog (DAC) and analog to digital (ADC) which are a necessary
components for any interface between digital and analog devices. The operational basics,
the key performance criteria and their significance, as well as the many forms and uses of
digital-to-analog and analog-to-digital converters are covered in this chapter.

- DAC is used to get analog output for machine human interface.

- ADC is used to get digital output for human machine interface.

- R-2R ladder DAC can be designed just using two resistances.

-Number of bit in DAC or ADC increases the complexity of that converter circuit.

- Dual slope ADC is much accurate but slower in speed. It uses two phases to complete
the conwversion.

-SAR ADC decides one bit in one cycle and works like binary search algorithm
-SAR ADC is with medium speed and medium accuracy.

-Flash ADC is the fastest and the simplest one. Flashback error, bubble error and
matching of comparators are difficulties to design Flash ADC.

-There are commercial ICs available for ADCs and DACs by companies like TI, Maxim
Integrated etc. These ICs can be easily used for experimental and other purposes.

EXERCISES
Multiple Choice Questions

1. In addition to the reference voltage, how many control lines are there in an analog to
digital converter.

@3 (b) 2 (©1 (d) None

2. Determine the type of integrating analog to digital converter?

(@) Counter type (b) Dual slope ADC (c) Flash type
(d) Tracking

3 Which ADC converter is the cheapest, fastest, and most straightforward?

(@) Servo type (b) Counter type (c) Flash type

(d) All

4. What benefit does employing a flash type ADC converter offer?
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(@) Average conversion (b)Slow conversion (c) Fast conversion
(d) None

5. Determine the time required to convert a full scale input using a 12-bit counter type
ADC with a 1MHz clock frequency.

(@) 4.095 ms (b) 4.095 s (c) 4.095 s
(d) None

6. What circumstance causes a servo tracking ADC converter error?

(@) Average /p conversion (b)Slow ¥/p conversion (c) Fast ilp
conversion (d) None

7. Which application uses a dual slop converter.

(@) Thermocouple (b) Digital panel meter (c) Weighting scale
(d) Al

8. The highest output voltage for a dual ramp generator with 12 bits is +12v. For the
analog signal of +6v,

calculate the corresponding digital number.

(2) 1000000000 (b) 10000000000 (c) 100000000000 )
1000000000000

9. When this occurs, the input voltage of a servo tracking ADC converter is greater than
the DAC output signal.

(@) Count up (b) Count down (c) Back and forth (d) None

10. How many clock pulses are needed to produce a digital output by a consecutive
approximation converter.

(@ 12 (b) 6 ()8 (d) None
Answers of Multiple Choice Questions
1.(b) 2.(b) 3.(c) 4.(c)5.(a)6.(c) 7. (b) 8.(c) 9.(a) 10. (d)

Short and Long Answer Type Questions

13.Give a brief explanation of the binary ladder network's digital-to-analog
conversion mechanism. What distinguishes it from the equivalent basic resistive
network?



14.
15.
16.
17.
18.
19.
20.

21.
22,
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Distinguish between resolution and accuracy in relation to ADC converters, as
well as nonlinearity (NL) and differential nonlinearity (DNL)?

Using a schematic diagram, explain the sequential approximation type ADC
converter's working principles?

Why fast-changing analog signals are especially well-suited for tracking type
ADC conwverters?

Why the accuracy of a dual-slope integrating-type ADC converter is greater than
that of a single-slope integrating-type ADC converter?

Explain any use of a DAC as a programmable integrator?

What are the advantages and disadvantages of Flash type converter?

What is a multiplying-type DAC converter?

Discuss any one of the DAC IC with internal details.

Discuss any one of the ADC IC with internal details.

Numerical Problems

8.

10.

11.

12.

Find the percentage resolution of an 8-bit and a 12-bit DAC converter,

respectively.

The resolution of a 12-bit DAC converter is 2.44 mV. For a digital input of
111111000111, determine its analog output if all “0” is having 0 V output. Find
Vrer as well.

The full-scale analog input of one 12-bit successive approximation type ADC
converter is 10 V. It uses a 1MHz clock frequency to run. Calculate the duration
of the conversion for an analog input of -

@12V, (b) 2350V, (c)4.75V

What happens if — i) the clock frequency is 2 MHz ii) bits increased to 16-bit
ADC

For a current-output DAC converter to have a full-scale output of 20 mA and a
resolution better than 25 mA, how many bits need it have?

For a digital input of 00000010, an eight-bit DAC converter generates an analog
output of 12.5 mV. Find the analog output for an input of the kind 00000100 in
digital form.
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PRACTICAL
Experiment 10. Study A to D and D to A Conversion Operation
- Please refer UNIT VI of Digital Electronics book.
Experiment 11. Simulate in Software (such as multisim or PSpice) an Analog to Digital
Converter

- Please perform the experiment using below video link-
https:/fyoutu.be/4l_bf2WTAGQ

Experiment 12. Simulate in Software (such as multisim or PSpice) a Digital to Analog
Converter

- Please perform  the  experiment  using  below  video link -
https://youtu. be/zdMk2YpTmp0

KNOW MORE

-Weighted resistor DACs can have a bit different architecture to accommodate more resolution like
folding architecture is the one which uses decoders lines to select the corresponding voltage
level.

-Converters can work on the principle of charge sharing as well where a number of capacitors are
taken instead of resisters for weighted binary DAC.

-Current sharing DAC converters are easy to design using thermometer code converters.

REFERENCES AND SUGGESTED READINGS
Johns,David A., and Ken Martin, “Analog integrated circuit design.” John Wiley & Sons, 2008.

Dynamic QR Code for Further Reading

QR codes are put along with topics in the unit.
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REFERENCES FOR FURTHER READING

List of some of the books is given below which may be used for further learning of the subject (both
theory and practical):

ar®

M. Morris Mano and Michael Ciletti, “Digital Design”, 5'" edition, Pearson.

Johns, David A., and Ken Martin, “Analog integrated circuit design.” John Wiley & Sons,
2008.

https://nptel.ac.in/courses/108105132

https://nptel.ac.in/courses/108105113
https://www.edaplayground.com



https://nptel.ac.in/courses/108105132
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CO AND PO ATTAINMENT TABLE

Course outcomes (COs) for this course can be mapped with the programme outcomes (POs) after
the completion of the course and a correlation can be made for the attainment of POs to analyse
the gap. After proper analysis of the gap in the attainment of POs necessary measures can be
taken to overcome the gaps.

Table for CO and PO attainment

Course Attainment of Programme Outcomes (1- Weak Correlation; 2- Medium correlation; 3-
Outcomes | Strong Correlation)
PO-1 PO-2 PO-3 PO-4 PO-5 PO-6 PO-7

CO-1

CO-2

CO-3

CO-4

CO-5

CO-6

The data filled in the above table can be used for gap analysis.
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Level Triggered and Edge Triggered Flip-Flop,120
J-K FF -Positive clock edge triggered,120

Race Around Condition,121



Clock Timing Parameters,124
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Master Slave JK Flip-Flop,121-122
D Flip-Flop,122-123

T Flip-Flop,123
Setup and Hold Time,123-124
EPROM,170
EEPROM,170

Flash Memory,170
Hard Disk,171
Solid-State Drive,171
Pen Drive,171

SD Card,171

Cache Hit,172

Cache Miss,172

RAM vs ROM,173

Nyquist rate converters, 187
Owersampling converters, 187
Weighted register DAC, 187
R-2R ladder DAC, 189
Resolution, 191, 199
Accuracy, 192, 200

Settling time, 192
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time domain ADcs, 201
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